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In this paper, the idea of applying the k-harmonic means (KHM) technique in biomedical colour image segmentation
is presented. The k-means (KM) technique establishes a background for the comparison of clustering techniques. Two
original initialization methods for both clustering techniques and two evaluation functions are described. The proposed
method of colour image segmentation is completed by a postprocessing procedure. Experimental tests realized on real
endoscopic colour images show the superiority of KHM over KM.
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1. Introduction

Image segmentation is the process of partitioning an im-
age into homogeneous and connected regions, often with-
out using additional knowledge about objects in the im-
age. In the segmented image the regions have, in contrast
to single pixels, many interesting features like shape, tex-
ture, etc. The quality of image segmentation results has
a tremendous impact on the next steps of image process-
ing. Therefore, errors in the segmentation process (over-
segmentation, undersegmentation) are a source of errors
in image analysis and the recognition processes. The goal
of colour image segmentation is to identify homogeneous
regions in a colour image that represent objects or mean-
ingful parts of objects present in a scene.

Segmentation techniques can be most often divided
into the following classes: pixel-based techniques, region-
based techniques, edge-based techniques and physics-
based techniques (Cheng et al., 2001; Palus, 2006). Some-
times fuzzy techniques and neural networks techniques
belong to separate classes. Additionally, hybrid tech-
niques exist, which integrate techniques from different
classes.

In the literature there are presented many algorithms
of segmentation that are tested on too small a number of
images. Clustering is the process of partitioning a set of
objects (pattern vectors) into subsets of similar objects
called clusters. Pixel clustering in a three-dimensional
colour space on the basis of pixel colour similarity is a

popular approach in the field of colour image segmenta-
tion. Clustering is often seen as an unsupervised classifi-
cation of pixels. Colours, dominating in the image, create
dense clusters in the colour space in a natural way.

Many different clustering techniques can be applied
in colour image processing. One of the most popular and
fastest clustering techniques is the k-means (KM) tech-
nique (MacQuenn, 1967), which is often used in a mod-
ified version, proposed in the 1980s (Linde et al., 1980;
Lloyd, 1982). The larger the number of clusters k, the
more regions the image is segmented into. The pro-
cessing of pixels without taking into consideration their
neighbourhood is inherent to the nature of clustering tech-
niques. In the segmented image the pixels that belong to
one cluster can belong to many different regions.

2. KM technique for image segmentation

The first step of this technique is determining the number
of clusters k and choosing initial cluster centres Ci:

C1, C2, . . . , Ck, (1)

where Ci = [Ri, Gi, Bi] , i = 1, 2, . . . , k. The neces-
sity of determining input data is the drawback of the KM
technique. During the clustering process each pixel x is
allocated to cluster Kj with the closest cluster centre us-
ing a predefined metric, for example, the Euclidean met-
ric, the city block metric, the Mahalanobis metric, etc. For
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pixel x, the condition of membership to the cluster Kj

during iteration n can be formulated as follows:

x ∈ Kj(n) ⇔ ∀ i = 1, 2, ..., j − 1, j + 1, ..., k
∥
∥x − Cj(n)

∥
∥ <

∥
∥x − Ci(n)

∥
∥

(2)

where Cj is the centre of cluster Kj .
The main idea of the KM method is to change the

positions of cluster centres so that the sum of distances
between all points of clusters and their centres be minimal.
For cluster Kj the performance index Jj can be defined as
follows:

Jj =
∑

x∈Kj(n)

‖x − Cj(n + 1)‖2
. (3)

After each allocation of pixels, new positions of clus-
ter centres are computed as arithmetical means. Starting
from Eqn. (3), we can calculate colour components of the
centre of cluster Kj formed after the (n + 1)-th iteration
as arithmetical means of colour components of pixels be-
longing to this cluster:

CjR(n + 1) =
1

Nj(n)

∑

x∈Kj(n)

xR, (4)

CjG(n + 1) =
1

Nj(n)

∑

x∈Kj(n)

xG, (5)

CjB(n + 1) =
1

Nj(n)

∑

x∈Kj(n)

xB , (6)

where Nj(n) stands for the number of pixels in cluster Kj

after n iterations. Since this kind of averaging based on
Eqns. (4)–(6) is repeated for all k clusters, the clustering
procedure can be named a k-means technique.

In the next step, the difference between new and old
positions of centres is checked. If it is larger than some
threshold δ, then the next iteration starts and the distances
from pixels to the new centres, pixels membership, etc.
are calculated. If the difference is smaller than δ, then the
clustering process is stopped. The smaller the value of δ,
the larger the number of iterations. This stop criterion can
be calculated according to

∥
∥Ci(n+1) − Ci(n)

∥
∥ ≤ δ, ∀ i = 1, 2, . . . , k. (7)

The stopping criterion can be also realized by limit-
ing the number of iterations. During the last step of the
KM technique the colour of each pixel is turned to that of
its cluster centre. The number of colours in the segmented
image is reduced to k colours. The KM algorithm is guar-
anteed to converge, but it finds a local minimum only.

3. KHM technique for image segmentation

Zhang (Zhang et al., 1999; Zhang, 2000) proposed a new
improved version of the KM method based on harmonic
means, rather than arithmetic means, named k-harmonic
means (KHM). We assumed that a colour image contains
N pixels and is treated as a clustering data set X =
{x1, . . . , xN}.

After the initialization step, the number of clusters k
and values of starting cluster centres C = {C1, . . . , Ck}
are determined. Additionally, the KHM technique needs
an input parameter p, which should be larger than 2.
The membership function m(Cj |xi) defines, similarly
to fuzzy c-means (FCM) (Bezdek, 1981), the degree of
membership of pixel xi in the cluster with centre Cj

(Hamerly, 2003). This function has the following basic
properties:

⎧

⎪⎨

⎪⎩

m(Cj |xi) ≥ 0,

k∑

j=1

m(Cj |xi) = 1.
(8)

In the case of the KM technique, a “hard member-
ship” was applied:

m(Cj |xi) ∈ {0, 1} , (9)

m (Cl|xi) =

{

1 if l = arg min
j

‖xi − Cj‖2
,

0 otherwise.
(10)

In the case of the KHM technique, a “soft member-
ship” is applied:

0 ≤ m(Cj |xi) ≤ 1, (11)

m(Cj |xi) =
‖xi − Cj‖−p−2

k∑

j=1

‖xi − Cj‖−p−2

, p ≥ 2. (12)

The weight function w(xi) defines the influence of pixel
xi on computing new components of cluster centre Ck.
This function has the following basic properties in the KM
and FCM techniques:

w(xi) > 0, (13)

w(xi) = 1. (14)

In the case of the KHM technique, variable weights are
applied:

w(xi) =

k∑

j=1

‖xi − Cj‖−p−2

(
k∑

j=1

‖xi − Cj‖−p

)2 , p ≥ 2. (15)
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We calculate new cluster centres Cj using a formula that
is common for both the KM and KHM techniques:

Cj =

N∑

i=1

m(Cj |xi)w(xi)xi

N∑

i=1

m(Cj |xi)m(xi)
. (16)

The KM technique minimizes the following objec-
tive function:

KM (X, C) =
N∑

i=1

min ‖xi − Cj‖2
. (17)

The KHM technique minimizes the following objective
function:

KHM (X, C) =
N∑

i=1

k
k∑

j=1

‖xi − Cj‖−p

. (18)

4. Initialization methods

The stage of initialization in the clustering process con-
sists in defining three elements: the number of clusters k,
initial cluster centres and the stopping criterion. The num-
ber of clusters k can be assumed on the basis of a priori
knowledge about image or histogram analysis or by con-
ducting several clustering experiments with different val-
ues of k and then choosing the best result. If the number
of clusters is too large, then the result is an oversegmented
image. If it is too small, then the result is undersegmented.

The results of segmentation using the KM or the
KHM technique depend on the position of the initial clus-
ter centres. The classical version of the KM method used
random methods for generation of initial cluster centres,
i.e., these centres were chosen randomly from all colours
in the image. More attractive are deterministic methods of
initialization. A good example here is an arbitrary method
based on uniformly partitioning the diagonal of an RGB
cube (DC) into k segments. Grey levels in the middle of
segments are used as initial centres. If an image is clus-
tered into eight clusters, then eight initial cluster centres
are located on the grey level axis.

Another adaptive method uses the size of a pixel
cloud of a colour image and can be marked as SD. First,
the mean values and standard deviations (SD) for each
RGB component of all image pixels are calculated. Then,
around the point of mean colour is constructed a rectangu-
lar cuboid with side lengths equal to 2σR, 2σG and 2σB .
We assume that it lies within the RGB cube. Next, the
main diagonal of cuboid is divided into k equal segments.
The centres of these diagonal segments are used as initial
cluster centres.

Initial cluster centres can also come from classic
quantization algorithms, e.g., the median cut, or from

algorithms which determine dominant colours or salient
colours.

In the case of the KM technique some methods of ini-
tialization form empty clusters, which was not observed
for the KHM technique. The reason for empty cluster for-
mation is the location of initial cluster centres at points
which are outliers. A cluster lying outside a pixel cloud
can be empty because all pixels of the cloud will belong
to clusters enclosed in the cloud. Detection of empty clus-
ters needs counting the number of unique colours after
clustering and comparison with the number of clusters k.
More information about initialization techniques is given
by Frąckiewicz and Palus (2009a).

5. Evaluation of segmentation results

The simplest kind of evaluation of a segmented image is
subjective evaluation by a human expert or experts. Some
researchers suppose that a human is the best judge in this
evaluation process. In some applications of image seg-
mentation, e.g., in object recognition, the recognition rate
can serve as an indirect assessment of a segmentation al-
gorithm independently of expert opinions about the seg-
mented image. Quantitative methods of evaluation of seg-
mentation results have been grouped in two categories:
analytical and experimental ones. Analytical methods are
weakly developed because there is no general image seg-
mentation theory.

In the case of using the clustering method for image
segmentation, we can apply the cluster validity measure
VM (I) as an evaluation function:

VM (I) =
Intra
Inter

, (19)

where Intra and Inter are average intra-cluster and inter-
cluster distances. The intra-cluster distance measures the
within-cluster variability (cluster compactness):

Intra =
1
N

k∑

j=1

∑

x∈Kj

‖x − Cj‖2
, (20)

where N is the number of pixels in the image, k is the
number of clusters, and Cj is the cluster centre of the clus-
ter Kj .

The inter-cluster distance, which complements the
intra-cluster distance, is a measure of separation between
cluster centres:

Inter = min (‖Ci − Cj‖)2 , (21)

where i = 1, 2, . . . , k − 1 and j = i + 1, . . . , k.
The VM (I) measure should be minimized to get good
segmentation results coming from compact and well-
separated clusters.

Among experimental methods we can find an empir-
ically defined evaluation function used by Borsotti et al.
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Table 1. KM vs. KHM: comparison of segmentation results (k = 5).
VM (I) I1 I2 I3 I4 I5 I6 I7 I8

KM 0.0019 0.0013 0.0025 0.0025 0.0018 0.0020 0.0022 0.0022
KHM 0.0016 0.0010 0.0022 0.0015 0.0015 0.0018 0.0020 0.0019
Q(I) I1 I2 I3 I4 I5 I6 I7 I8

KM 95755 311723 7822 286546 7203 330159 4264 367838
KHM 2869 2426 3339 3556 7417 3612 4180 2509

Table 2. KM vs. KHM: comparison of segmentation results (k = 6).
VM (I) I1 I2 I3 I4 I5 I6 I7 I8

KM 0.0011 0.0007 0.0015 0.0011 0.0011 0.0014 0.0013 0.0013
KHM 0.0010 0.0006 0.0014 0.0007 0.0008 0.0011 0.0012 0.0013
Q(I) I1 I2 I3 I4 I5 I6 I7 I8

KM 308043 226860 249403 209188 276307 232903 454829 239397
KHM 2537 2215 2315 2323 4604 2505 3625 2026

Table 3. KM vs. KHM: comparison of segmentation results (k = 7).
VM (I) I1 I2 I3 I4 I5 I6 I7 I8

KM 0.0007 0.0005 0.0010 0.0007 0.0007 0.0009 0.0008 0.0009
KHM 0.0006 0.0004 0.0009 0.0005 0.0005 0.0007 0.0008 0.0008
Q(I) I1 I2 I3 I4 I5 I6 I7 I8

KM 336900 277220 254738 213846 190149 303352 278548 266385
KHM 2464 2155 2065 2208 3238 2212 2852 1968

Table 4. Number of regions before (R1) and after postprocessing (R2).
R1 I1 I2 I3 I4 I5 I6 I7 I8

KM 33308 30796 29697 28122 27330 31837 30891 30738
KHM 7098 4905 3248 2952 3123 3802 5101 4103

R2 I1 I2 I3 I4 I5 I6 I7 I8

KM 92 98 93 117 143 103 123 142
KHM 65 38 26 23 32 37 60 45

Table 5. Values of the evaluation function before (Q1(I)) and after postprocessing (Q2(I)).
Q1(I) I1 I2 I3 I4 I5 I6 I7 I8

KM 336900 277220 254738 213846 190149 303352 278548 266385
KHM 2464 2155 2065 2208 3238 2212 2852 1968
Q2(I) I1 I2 I3 I4 I5 I6 I7 I8

KM 413 431 489 629 1015 499 623 408
KHM 250 229 217 222 406 257 413 217

(1998) for evaluating segmentation results generated by
clustering techniques:

Q(I) =
1

10000N

√
R

R∑

i=1

[

e2
i

1 + log Ai
+

(
R(Ai)

Ai

)2
]

,

(22)
where I is the segmented image, N is the number of pix-
els in the image, R is the number of regions in the seg-
mented image, Ai is the area of pixels of the region i,
R(Ai) is the number of regions having an area equal to

Ai, and ei the colour error of region i. The colour er-
ror in the RGB space is calculated as the sum of the Eu-
clidean distances between colour components of region
pixels and components of average colour, which is an at-
tribute of this region in the segmented image. The colour
errors in different colour spaces are not comparable and
therefore are transformed back to the RGB space. The
first term of Eqn. (22) is a normalization factor, the sec-
ond term penalizes results with too many regions (over-
segmentation), and the third term penalizes results with
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non-homogeneous regions. The last term is scaled by the
area factor because the colour error is higher for large re-
gions. The main idea of using this kind of function can
be formulated as follows: the lower the value of Q(I), the
better the segmentation result.

(a)

(b)

(c)

Fig. 1. Example of endoscopic image segmentation (grey level
version): original image I4 (a), KM based segmentation
(b), KHM based segmentation (c).

In modern oncology for detecting tumours, photody-
namic diagnostics (PDD) is applied. This type of diagnos-
tics is based on the phenomenon of different fluorescence
of cancer tissues (reddish light visible in the central part
of the colour version of Fig. 1) and healthy tissues (green-
ish light visible in the upper part of the colour version of
Fig.1) in laser blue light. A special fluorescent video en-
doscope, used in PDD, is the source of colour images of
examined tissues (Fig. 1). For the experiment, a represen-
tative set of eight colour endoscopic images (I1, . . . , I8)
was chosen. These images had the same spatial resolution
(768 × 576 pixels) and 24-bit colour depth. During tests
the following parameters of clustering techniques were
used: colour space, RGB, the number of clusters k = 5, 6
and 7 (selected experimentally), the number of iterations,
15, p = 2.5 (KHM) and initialization method, SD. The
value of parameter p is chosen experimentally to process
this type of images. After image segmentation by cluster-
ing (KM, KHM) we evaluated segmentation results with
the help of the above VM (I) and Q(I) indices. Tables
1–3 contain the experimental data.

The analysis of data in Tables 1–3 leads to the con-
clusion that the KHM method segments better than KM.
We can observe that the VM (I) values are smaller in the
case of the KHM technique i.e., an image is better clus-
tered by the KHM method. The second index Q(I) in 23
cases out of 24 is considerably smaller for images seg-
mented by theKHM.

Clustering is an iterative process, i.e., it often needs
a large number of iterations to reach the stop condition.
During each iteration many computations were performed
on each pixel, which considerably extended the computa-
tion time. Additionally, this time, the spatial resolution of
the image and the number of clusters grew up together.

The computation time can be shortened by using
multithread programming and multi-core CPUs. The pro-
grammer can create many threads within one process. Ev-
ery thread disposes its area in operating memory and can
get access to the process variables. We proposed a paral-
lelization of computations by uniformly splitting images
into sub-images. The number of sub-images is equal to
the number of CPU cores. For example, in the case of a
Quad Core processor the main thread splits in each itera-
tion the image matrix into four parts and creates four addi-
tional computational threads. The operating system, bal-
ancing the load in CPU cores, assigns one computational
thread to each core. The main thread checks the stop-
ping condition after finishing computations in individual
cores and aggregates the results. If the stopping condition
is not reached, then the next iteration is executed. After
reaching the stopping condition, the main thread writes
down the output image and presents the obtained results.
More information about parallelization results is given by
Frąckiewicz and Palus (2009b).



208 M. Frąckiewicz and H. Palus

6. Postprocessing

Clustering techniques used for image segmentation have
to be completed by the procedures of region labelling and
postprocessing, e.g., adding small regions to the most sim-
ilar large neighbour regions. One of the most effective
methods of postprocessing is to remove the small regions
from the image and to merge them into the neighbour-
ing region with the most similar colour. It is not a dif-
ficult task, because after region labelling we have a list
of regions that can be sorted according to their area. The
threshold value of the area of a small region depends on
the image. In one image the same threshold allows remov-
ing unnecessary artefacts, e.g., highlights or noise and in
the other image it removes necessary details. After merg-
ing a small region, the mean colour of the new region is
computed and the labels of pixels of the small region are
changed. As result of such postprocessing, the number of
regions in the segmented image significantly decreases.

Endoscopic images are very noisy and therefore af-
ter segmentation we can observe many small regions in
the image. Applying postprocessing with definition of the
small region as smaller than 100 pixels decreases the num-
ber of regions (Table 4) and improves the value of Q(I)
(Table 5). After postprocessing, the KHM technique still
preserves its superiority over the KM one.

7. Conclusions

In comparison with the classic KM technique, KHM leads
to better results of endoscopic image segmentation. Post-
processing based on small region removal improves the
results of segmentation. As directions of further research,
we can propose the following ideas: considering pixel
neighbourhood information in the segmentation process
by the KHM method, comparing KHM results with those
of other techniques, e.g., region-based segmentation tech-
niques and with those of manual segmentation by a doctor.
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Mariusz Frąckiewicz received his M.Sc. de-
gree in automatic control and robotics from the
Silesian University of Technology in Gliwice,
Poland, in 2006. At present he is a Ph.D. stu-
dent and his main research interests cover colour
image processing. In addition to that, he is also
interested in computer programming, computer
architectures and modern computer networks.



KHM clustering technique as a segmentation method for endoscopic colour images 209

Henryk Palus received the M.Sc. degree in in-
dustrial electronics from the Moscow Power En-
gineering Institute (MEI) in 1981, and Ph.D. and
D.Sc. (habilitation) degrees in automatic con-
trol and robotics from the Silesian University
of Technology in Gliwice, Poland, in 1990 and
2007, respectively, where he was promoted to the
rank of a professor in 2009. His research inter-
est is focused on different problems of colour im-
age acquisition, representation and processing. In

2002–2006 he co-organized international conferences on computer vi-
sion and graphics (ICCVG) and edited the proceedings. He is a member
of the advisory board and a reviewer of Machine Graphics and Vision,
a charter-member of the Polish Association of Image Processing (TPO,
IAPR member), and a member of the Commission of Metrology of the
Polish Academy of Sciences, Katowice Branch. He is an author or co-
author of more than 80 papers in international and Polish journals as well
as conference proceedings.

Received: 8 February 2010
Revised: 2 May 2010


	Introduction
	KM technique for image segmentation
	KHM technique for image segmentation
	Initialization methods
	Evaluation of segmentation results
	Postprocessing
	Conclusions


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /ENU (Versita Adobe Distiller Settings for Adobe Acrobat v6)
    /POL (Versita Adobe Distiller Settings for Adobe Acrobat v6)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [597.600 842.400]
>> setpagedevice


