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In the case of linear dynamics, repetitive processes are a distinct class of 2D linear systems with uses in areas ranging
from long-wall coal cutting and metal rolling operations to iterative learning control schemes. The main feature which
makes them distinct from other classes of 2D linear systems is that information propagation in one of the two independent
directions only occurs over a finite duration. This, in turn, means that a distinct systems theory must be developed for them
for onward translation into efficient routinely applicable controller design algorithms for applications domains. In this paper,
we introduce the dynamics of these processes by outlining the development of models for various metal rolling operations.
These models are then used to illustrate some recent results on the development of a comprehensive control theory for these
processes.
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1. Introduction

The essential unique characteristic of a repetitive, or
multipass, process is a series of sweeps, termed passes,
through a set of dynamics defined over a fixed finite du-
ration known as the pass length. On each pass an output,
termed the pass profile, is produced which acts as a forc-
ing function on, and hence contributes to, the dynamics
of the next pass profile. This, in turn, leads to the unique
control problem for these processes in that the output se-
quence of pass profiles generated can contain oscillations
that increase in amplitude in the pass-to-pass direction.

To introduce a formal definition, letα < +∞ de-
note the pass length (assumed constant). Then in a repet-
itive process the pass profileyk(t), 0 ≤ t ≤ α, gen-
erated on the passk, acts as a forcing function on, and
hence contributes to, the dynamics of the next pass profile
yk+1(t), 0 ≤ t ≤ α, k ≥ 0.

Physical examples of repetitive processes include
long-wall coal cutting and metal rolling operations (Ed-
wards, 1974; Smyth, 1992). Also in recent years there

have occurred applications where adopting a repetitive
process setting for analysis has distinct advantages over
alternatives. Examples of these so-called algorithmic ap-
plications of repetitive process theory include classes of
iterative learning control, denoted by ILC in this paper,
schemes (Amannet al., 1998) and iterative algorithms
for solving nonlinear dynamic optimal control problems
based on the maximum principle (Roberts, 2000).

Attempts to control these processes using standard
(or 1D) systems theory/algorithms fail (except in sev-
eral very restrictive special cases) precisely because such
an approach ignores the inherent 2D systems structure,
i.e. information propagation occurs from pass-to-pass and
along a given pass, and the pass initial conditions are re-
set before the start of each new pass. In seeking a rig-
orous foundation for a control theory for these processes
it is natural to attempt to exploit structural links which
exist between, in particular, the class of the so-called dis-
crete linear repetitive processes and 2D linear systems de-
scribed by extensively studied Roesser (Roesser, 1975) or
Fornasini Marchesini (Fornasini and Marchesini, 1978)
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state space models. Discrete linear repetitive processes
are distinct from such 2D linear systems in the sense that
information propagation in one of the two independent di-
rections (along the pass) only occurs over a finite duration.
This is also the distinction between the so-called differ-
ential linear repetitive processes and the 2D continuous-
discrete linear systems studied by Kaczorek (1995) and
others.

In this paper, we first introduce the essential unique
features of repetitive processes by modelling metal rolling
operations. This will introduce both differential and dis-
crete linear repetitive processes and also highlight both
the unique control problem for these processes and the
‘rich’ variety of dynamics which they can generate. Fol-
lowing this, two models arising from different aspects of
metal rolling operations will be used to highlight today’s
progress in the development of a mature control theory for
differential and discrete linear repetitive processes. In par-
ticular, recent work on the use of LMI (Linear Matrix In-
equality) based methods in the design of control schemes
for discrete linear repetitive processes will be highlighted
by the application of the resulting theory to linear metal
rolling dynamics modelled in the discrete domain. For
differential processes, a version of metal rolling dynamics
will be used to highlight links with classes of delay dif-
ferential systems. Finally, some areas for further research
will be briefly discussed.

2. Metal Rolling as a Repetitive Process

Metal rolling is an extremely common industrial process
where, in essence, the deformation of the workpiece takes
place between two rolls with parallel axes revolving in
opposite directions. Figure 1 is a schematic diagram of
the process where one approach is to pass the stock (i.e.
the metal to be rolled to a pre-specified thickness (also
termed the gauge or shape)) through a series of rolls for
successive reductions, which can be costly in terms of
equipment. A more economic route is to use a single two
high stand, where this process is often termed ‘clogging’
(see also below). In practice, a number of models of this
process can be developed depending on the assumptions
made about the underlying dynamics and the particular
mode of operation under consideration. Here we begin by
developing a linearized model of the dynamics of the case
shown schematically in Fig. 2. The particular task is to
develop a simplified (but practically feasible) model relat-
ing the gauge on the current and previous passes through
the rolls. These are denoted here byyk(t) and yk−1(t),
respectively, and the other process variables and physical
constants are defined as follows:

• FM (t) is the force developed by the motor;

• Fs(t) is the force developed by the spring;

Fig. 1. Metal rolling process.

Fig. 2. Metal rolling process.

• M is the lumped mass of the roll-gap adjusting
mechanism;

• λ1 is the stiffness of the adjustment mechanism
spring;

• λ2 is the hardness of the metal strip;

• λ = λ1λ2/(λ1 + λ2) is the composite stiffness of
the metal strip and the roll mechanism.

To model the basic process dynamics, refer to Fig. 2
where the force developed by the motor is

FM (t) = Fs(t) + Mÿ(t), (1)

(wherey(t) is defined in Fig. 2), and the force developed
by the spring is given by

Fs(t) = λ1

[
y(t) + yk(t)

]
. (2)
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This last force is also applied to the metal strip by the rolls
and hence

Fs(t) = λ2

[
yk−1(t)− yk(t)

]
. (3)

Thus the following linear differential equation models the
relationship betweenyk(t) and yk−1(t) on the above as-
sumptions:

ÿk(t) +
λ

M
yk(t) =

λ

λ1
ÿk−1(t) +

λ

M
yk−1(t)

− λ

Mλ2
FM (t). (4)

Suppose now that differentiation in (4) is approxi-
mated by backward difference discretization with sam-
pling period T . (See, e.g. (Gałkowskiet al., 2001) for
a treatment of the numerics and related matters associated
with the construction of discrete approximations to the dy-
namics of differential linear repetitive processes.) Then
the resulting difference equation is

yk(t) = a1yk(t− T ) + a2yk(t− 2T ) + a3yk−1(t)

+ a4yk−1(t− T ) + a5yk−1(t− 2T )

+ bFM (t), (5)

with the coefficients

a1 =
2M

λT 2 + M
, a2 =

−M

λ2T + M
,

a3 =
λ

λT 2 + M

(
T 2 +

M

λ1

)
, a4 =

−2λM

λ1(λT 2 + M)
,

a5 =
λM

λ1(λT 2 + M)
, b =

−λT 2

λ2(λT 2 + M)
.

Now set t = pT and yk(p) = yk(pT ). Then (5) can
be written fork ≥ 1 as

xk(p + 1) = Axk(p) + Buk(p) + B0yk−1(p),

yk(p) = Cxk(p) + Duk(p) + D0yk−1(p),
(6)

whereuk(p) = FM (p) and

xk(p)

=
[
yk(p− 1) yk(p− 2) yk−1(p− 1) yk−1(p− 2)

]T

,

A =


a1 a2 a4 a5

1 0 0 0
0 0 0 0
0 0 1 0

 , B =


b

0
0
0

 ,

B0 =


a3

0
1
0

 , C =
[

a1 a2 a4 a5

]
,

D = b, D0 = a3.

The model of (6) is a particular example of that for
discrete linear repetitive processes where, in the general
case on the passk, xk(p) is the n×1 state vector,yk(p)
is the m × 1 pass profile vector anduk(p) is the l × 1
control input vector. To complete the process description,
it is necessary to specify the pass length and the initial,
or boundary, conditions, i.e. the pass state initial vector
sequence and the initial pass profile. Here the boundary
conditions will be specified in the following section where
controller design is the subject. In these design studies,
the data used (in a compatible set of units) areλ1 = 600,
λ2 = 2000, M = 100 and T = 0.1. This yields λ =
461.54 and the following matrices in (6):

A =


1.9118 −0.0047 −1.4706 0.7353

1 0 0 0
0 0 0 0
0 0 1 0

 ,

B =


−2.2059× 10−5

0
0
0

 , B0 =


0.7794

0
1
0

 ,

C =
[

1.9118 −0.0047 −1.4706 0.7353
]
,

D = 2.2059× 10−5 , D0 = 0.7794.

The use of differential linear repetitive processes in
this application area can be introduced by first assuming
that the local feedback ofy(t) (see Fig. 2) with propor-
tional plus derivative (PD) action is used to control the
gap-setting motor, i.e.

FM (t) = ka

[
r(t)− y(t)

]
− kbẏ(t), (7)

whereka andkb are the proportional and derivative gains
of the local loop PD controller andr(t) denotes the de-
sired value of the motor deflection from the unstressed po-
sition. Combining this last equation with the uncontrolled
dynamics modelled above now yields

ÿk(t) + 2ζωnẏk(t) + ω2
nyk(t)

=
λ

λ1

[
ÿk−1(t) + 2ζωnẏk−1(t) + ω2

nyk−1(t)
]

+
λ2

λ2M
yk−1(t)−

kaλ

λ2M
r(t), (8)
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whereωn =
√

(ka + λ)/M and ζ = kb/2ωnM are the
(angular) natural frequency and damping ratio of the local
servomechanism loop.

This linear differential equation can be easily written
as a special case of the following one, which is the state
space model for differential linear repetitive processes.
Such processes are the natural continuous domain (in the
along-the-pass direction) counterparts of the discrete lin-
ear repetitive processes of (6) (where in the general case
on the passk ≥ 1 the dimensions of the state, pass profile
and control input vectors aren × 1, m × 1, and l × 1,
respectively):

ẋk(t) = Axk(t) + Buk(t) + B0yk−1(t)

yk(t) = Cxk(t) + Duk(t) + D0yk−1(t).
(9)

A feature of the metal rolling process is that it can
also be used to highlight yet more distinct repetitive pro-
cess dynamics and, in particular, exhibit connections be-
tween these processes and classes of delay differential sys-
tems. For example, in operation the work strip must be
passed back and forth to allow the successive passes of
the rolling process to take place. One way of doing this
is to use a reversing stand. This can, however, be costly
in terms of the required power, and a more economical
approach is to assume that the strip is passed repeatedly
through a non-reversing single stand where the roll-gap is
reduced for each pass—the so-called ‘clogging’ operation
(Edwards, 1974). Note, however, that this process is slow
(in relative terms) and has a variable pass delay since the
stock is usually passed over the top of the rolls.

The thickness of the incoming strip in this case can
be related to the actual roll-gap thickness by the so-called
interpass interaction equation:

yk−1(t) = yk(t− h1), (10)

whereh1 denotes the pass delay and can be related to the
length of the metal strip, denoted byL, which varies from
pass-to-pass.

The gauge thickness is normally controlled through
the proportional feedback control action of the form

r(t) = −kc

(
rd(t)− yk(t− h2)

)
, (11)

where kc is the loop gain andrd(t) is the adjustable
reference setting for the desired strip thickness. The de-
lay h2 is the output sensor measurement delay given by
h2 = X/v(t), where (see Fig. 2)X denotes the distance
between the roll-gap and the output sensor, andv(t) is
the velocity of the metal strip, which may also vary from
pass-to-pass.

Appropriate substitutions and routine algebraic ma-
nipulations now show that the controlled (or closed-loop)

system is this case is modelled by the following forced
delay differential equation:

ÿk(t) + f(·) =
c1kakc

M
rd(t), (12)

where

f(·) = 2ζωnẏk(t) + ω2
nyk(t)− c3ÿk(t− h1)

− 2ζωnc3ẏk(t− h1)

−
(
ω2

nc3 +
c2

M

)
yk(t− h1)

+
c1kakc

M
yk(t− h2), (13)

and

c1 =
λ

λ2
, c2 = λc1, c3 =

λ

λ1
. (14)

The structural links between this model and that for differ-
ential linear repetitive processes will be discussed in detail
in Section 4.2.

In the next section, we introduce abstract model
based stability theory for linear repetitive processes and
then combine this theory with LMI based design tools to
produce algorithms for the design of stabilizing control
schemes for discrete linear repetitive processes. This is a
key aspect in terms of applications for which few substan-
tial results are yet available, and here we also demonstrate
the relative ease to which they can be applied using the
model (6) of the metal rolling process with the data given
earlier in this section. Their extension to include stability
margins is also discussed and illustrated.

3. Analysis and Control of Discrete Linear
Repetitive Processes

Stability theory (Rogers and Owens, 1992; Rogerset al.,
2003) for linear constant pass length repetitive processes
is based on the following abstract model of the underlying
process dynamics whereEα is a suitably chosen Banach
space with norm‖·‖ andWα is a linear subspace ofEα:

yk+1 = Lαyk + bk+1, k ≥ 0. (15)

Here yk ∈ Eα is the pass profile on the passk, bk+1 ∈
Wα, and Lα is a bounded linear operator mappingEα

into itself. The termLαyk represents the contribution
from the pass profile on the passk to that on the pass
k + 1 and bk+1 represents known initial conditions, dis-
turbances and control input effects which enter on pass
k + 1. We denote this model byS.

The linear repetitive processS is said to be asymp-
totically stable provided that there exists a real scalar
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δ > 0 such that, given any initial profiley0 and any dis-
turbance sequence{bk}k≥1 ⊂ Wα bounded in norm (i.e.
‖bk‖ ≤ c1 for some constantc1 ≥ 0 and ∀ k ≥ 1 ), the
output sequence generated by the perturbed process

yk+1 = (Lα + γ)yk + bk+1, k ≥ 0, (16)

is bounded in norm whenever‖γ‖ ≤ δ . This definition is
easily shown to be equivalent to the requirement that there
exist finite real numbersMα > 0 and λα ∈ (0, 1) such
that

‖Lk
α‖ ≤ Mαλk

α, k ≥ 0, (17)

where ‖ · ‖ is also used to denote the induced operator
norm. A necessary and sufficient condition for (17) (for
a proof of this and all other results relating to abstract
model based stability theory, see (Rogers and Owens,
1992; Rogerset al., 2003)) is that the spectral radius,
r(Lα), of Lα satisfies

r(Lα) < 1. (18)

In order to apply this result to discrete linear repeti-
tive processes of the form (6), it is necessary to specify the
initial conditions, termed boundary conditions here, i.e.
the pass state initial vector sequence and the initial pass
profile. This is critical since it is known that the struc-
ture of these alone can cause instability.(That paper deals
with differential linear repetitive processes but the results
transfer in a natural manner to processes described by (6).)
Here these are taken to be of the form

xk(0) = dk, k ≥ 1,
(19)

y0(p) = y(p), 0 ≤ p ≤ α,

where dk is an n × 1 vector with constant entries and
y(p) is an m × 1 vector whose entries are known func-
tions of p.

Given (19), a routine calculation now shows that
asymptotic stability holds for processes described by (6)
if, and only if, r(D0) < 1. Also, if this property holds
and the control input sequence{uk}k applied converges
strongly tou∞ as k →∞, then the resulting output pass
profile sequence{yk}k converges strongly toy∞—the
so-called limit profile described, withD = 0 for ease of
presentation, over0 ≤ p ≤ α by

x∞(p + 1) =
[
A + B0(Im −D0)−1C

]
x∞(p)

+ Bu∞(p),
(20)

y∞(p) = (Im −D0)−1Cx∞(p),

x∞(0) = d∞,

whered∞ is the strong limit of the sequence{dk}k.

In effect, this result states that if a process is asymp-
totically stable, then its repetitive dynamics can, after a
‘sufficiently large’ number of passes, be replaced by those
of a 1D discrete linear system. Note, however, that this
property does not guarantee that the limit profile is stable
in the normal sense, i.e.r(A+B0(Im−D0)−1C) < 1—
a point which is easily illustrated by examples. One such
example is defined byA = −0.5, B = 0, B0 =
0.5 + β, C = 1, D = 0, D0 = 0, where β is a real
scalar. Here the limit profile is given by

y∞(p + 1) = βy∞(p) + u∞(p), (21)

which is unstable if|β| ≥ 1.

The reason why asymptotic stability does not guar-
antee a limit profile which is ‘stable along the pass’ is
the finite pass length. In particular, asymptotic stability
is easily shown to be a form of bounded-input bounded-
output (BIBO) stability with respect to the finite and fixed
pass length. Also in cases where the limit profile is un-
stable over the (finite and fixed) pass length, the stronger
concept of stability along the pass must be used. In ef-
fect, for the abstract model (15), this requires that (17)
holds uniformly with respect to the pass lengthα. One
of several equivalent statements of this property is the re-
quirement that there exist finite real scalarsM∞ > 0 and
λ∞ ∈ (0, 1) which are independent ofα and satisfy

‖Lk
α‖ ≤ M∞λk

∞, ∀ α > 0, ∀ k ≥ 0. (22)

In the case of processes described by (6) with bound-
ary conditions (19), several equivalent sets of necessary
and sufficient conditions for stability along the pass have
been reported (Rogers and Owens, 1992; Rogerset al.,
2003) but here it is the following set that is required.

Theorem 1. Discrete linear repetitive processes de-
scribed by (6) and (19) are stable along the pass if, and
only if, the 2D characteristic polynomial

C (z1, z2) := det

[
In − z1A −z1B0

−z2C Im − z2D0,

]
, (23)

satisfies

C (z1, z2) 6= 0, ∀ (z1, z2) ∈ U
2
, (24)

where

U
2

=
{

(z1, z2) : |z1| ≤ 1, |z2| ≤ 1
}
. (25)

Note that (24) gives the necessary conditions that
r(D0) < 1 (asymptotic stability) andr(A) < 1, which
should be verified before proceeding further with any sta-
bility analysis.
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It is easily shown that the particular numerical exam-
ple considered here is asymptotically stable but unstable
along the pass. Hence it is necessary to design a control
scheme. To do this, we use an LMI based approach to sta-
bility analysis for discrete linear repetitive processes (see
also (Gałkowskiet al., 2002b)). Despite the fact that this
LMI approach uses sufficient, but not necessary, condi-
tions for stability, it will be demonstrated that, unlike al-
ternative stability tests, it provides a natural basis for con-
troller design.

The following well-known lemma is central to the
application of LMIs to the problems considered in the re-
mainder of this section, cf. (Boydet al., 1994).

Lemma 1. Given constant matricesW , L and V of ap-
propriate dimensions, whereW = WT and V = V T >
0, we have

W + LT V L < 0 (26)

if, and only if, [
W LT

L −V −1

]
< 0, (27)

or, equivalently, [
−V −1 L

LT W

]
< 0. (28)

The matrixW +LT V L is known as the Schur com-
plement. In this paper> 0 denotes a symmetric positive
matrix and≤ 0 a symmetric negative matrix.

Now, define the following matrices from the state
space model (6):

Â1 =

[
A B0

0 0

]
, Â2 =

[
0 0
C D0

]
. (29)

Then we have the following sufficient condition for stabil-
ity along the pass of processes described by (6) and (19):

Theorem 2. Discrete linear repetitive processes de-
scribed by (6) and (19) are stable along the pass if there
exist matricesP > 0 and Q > 0 satisfying the following
LMI: ÂT

1 PÂ1 + Q− P ÂT
1 PÂ2

ÂT
2 PÂ1 ÂT

2 PÂ2 −Q

 < 0. (30)

Proof. This result was established elsewhere (see, e.g.
(Gałkowski et al., 2002b)) but here we give an alter-
native shorter proof. In particular, using ‘∗’ to de-
note the complex conjugate transpose operation, pre-
multiply (30) by [z∗1In+m, z∗2In+m] and post-multiply

it by [z∗1In+m, z∗2In+m]T to yield

|z1|2(Q− P )− |z2|2Q

+ (z1Â1 + z2Â2)∗P (z1Â1 + z2Â2) < 0. (31)

Hence, since (30) clearly requires thatP − Q > 0 and
Q > 0 by definition

−P < −|z1|2(P −Q)− |z2|2Q ∀ (z1, z2) ∈ U
2
. (32)

Using these last two facts we now have

(z1Â1 + z2Â2)∗P (z1Â1 + Â2)− P < 0, (33)

and therefore

r(z1Â1 + z2Â2) < 1, ∀ (z1, z2) ∈ U
2

(34)

implies

det(In+m−z1Â1−z2Â2) 6= 0, ∀ (z1, z2) ∈ U
2
, (35)

i.e. (24) holds and the proof is complete.

In terms of the design of control schemes for discrete
linear repetitive processes, most work has been done in the
ILC area (see, e.g. (Amannet al., 1998)). Here it has be-
come clear that a very powerful control action comes from
using a (state) feedback action on the current pass aug-
mented by a feedforward action from the previous pass.
Here we consider a control law of the following form over
0 ≤ p ≤ α, k ≥ 0:

uk+1(p) = K1xk+1(p) + K2yk(p) := K

[
xk+1(p)
yk(p)

]
,

(36)

where K1 and K2 are appropriately dimensioned ma-
trices to be designed. Note here that, in implementation
terms, the above control law does assume that all elements
in the current pass state vector can actually be measured.
In practice, some of these will have to be estimated with
a suitably structured observer but, given the relatively low
volume of work currently available on the structure and
design of control laws for repetitive processes, this is not
a severe restriction.

The following is the necessary and sufficient condi-
tion for closed loop stability along the pass (simply inter-
pret (24) for the resulting closed loop system):

Cc(z1, z2) 6= 0, ∀ (z1, z2) ∈ U
2
, (37)

where

Cc(z1, z2) :=

det

[
In − z1(A + BK1) −z1(B0 + BK2)
−z2(C + DK1) Im − z2(D0 + DK2)

]
.

(38)
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Now introduce the matrices

B̂1 =

[
B

0

]
, B̂2 =

[
0
D

]
. (39)

Then we have the following result which follows immedi-
ately from interpreting Theorem 2 in terms of the closed
loop system:

Theorem 3. Suppose that a discrete linear repetitive pro-
cess of the form described by (6) and (19) is subjected to
a control law of the form (36). Then the resulting closed
loop process is stable along the pass if there are matrices
P > 0 and Q > 0 such that X11 X12

X21 X22

 < 0, (40)

where

X11 = (ÂT
1 + KT B̂T

1 )P (Â1 + B̂1K) + Q− P,

X12 = (ÂT
1 + KT B̂T

1 )P (Â2 + B̂2K),

X21 = (ÂT
2 + KT B̂T

2 )P (Â1 + B̂1K),

X22 = (ÂT
2 + KT B̂T

2 )P (Â2 + B̂2K)−Q.

The difficulty with the condition of Theorem 3 is that
it is nonlinear in its parameters. It can, however, be con-
verted into the following result, where the inequality is a
strict LMI with a linear constraint which also gives a for-
mula for computingK in (36).

Theorem 4. The condition of Theorem 3 is equivalent to
the requirement that there exist matricesY > 0, Z > 0,
and a matrixN such that the following LMI holds: Z − Y 0 Y ÂT

1 + NT B̂T
1

0 −Z Y ÂT
2 + NT B̂T

2

Â1Y + B̂1N Â2Y + B̂2N −Y

 < 0.

(41)

Also, if this condition holds, then a stabilizingK for the
control law (36) is given by

K = NY −1. (42)

Proof. Apply the Schur complement formula (Lemma 1)
to (40), followed by congruence transformation defined
by diag ( P−1, P−1, I ). Then introduce the substi-
tutions Z = P−1QP−1 > 0, Y = P−1 > 0 to obtain Z − Y 0 Y (ÂT

1 + KT B̂T
1 )

0 −Z Y (ÂT
2 + KT B̂T

2 )
(Â1 + B̂1K)Y (Â2 + B̂2K)Y −Y

<0.

The use of (42) now completes the proof.

Note also that a family of solutions is available via
this LMI setting and further work is obviously required
on how to select the best one in a given situation.

In the particular numerical example considered here,
the underlying LMI test is feasible and the resultingZ,
Y and N matrices are

Z=


12.6481 0.0178 0.0876 −4.0263 −0.0607
0.0178 41.1928 0.0528 −0.3824 0.0282
0.0876 0.0528 11.9133 0.8867 1.8210

−4.0263 −0.3824 0.8867 38.7197 −0.5789
−0.0607 0.0282 1.8210 −0.5789 7.5567

,

Y=


38.5634 0.1567 −2.0385 −16.4307 0.4870
0.1567 81.7970 −0.1663 −1.1286 0.1043

−2.0385 −0.1663 45.8157 11.0620 3.6070
−16.4307 −1.1286 11.0620 79.7523 −3.0545

0.4870 0.1043 3.6070 −3.0545 24.0251

,

N = 1× 106
[

2.98951 0 −2.5303 0 0.5673
]
.

Hence the followingK gives stability along the pass
closed loop:

K=1× 104
[
8.5536 −0.0046 −6.0744 2.7369 3.4478

]
.

The resulting closed loop system is again of the
form (6) whereB and D are as before, but now

A =


0.0249 −0.0057 −0.1307 0.1316

1 0 0 0
0 0 0 0
0 0 1 0

 ,

B0 =


0.0189

0
1
0

 ,

C =
[

0.0249 −0.0057 −0.1307 0.1316
]
,

D0 = 0.0189.

In the design of control laws for discrete linear repet-
itive processes, stability along the pass will often only be
the minimal requirement. In particular, a key task will
be to ensure that the example under consideration retains
this stability property in the presence of process parameter
variations. The analysis which follows in the remainder of
this section addresses this problem area from the stability
margin standpoint and again uses the metal rolling model
as an illustrative example.
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As for 2D discrete linear systems described by the
Roesser and Fornasini Marchesini state space models (see,
e.g. (Agathokliset al., 1982)), the stability margin for dis-
crete linear repetitive processes was defined (Rogers and
Owens, 1992; Rogerset al., 2003) as a measure of the de-
gree to the shortest distance between the singularity of the
process and the stability along the pass limit which is the
boundary of the unit bidisc. Hence, the stability margin is
a measure of the degree to which the process will remain
stable along the pass under variations in the process state
space model matrices which define this property.

The so-called generalized stability margin for dis-
crete linear repetitive processes of the form described
by (6) and (19) is defined as follows.

Definition 1. The generalized stability margin, denoted
by σβ , for discrete linear repetitive processes of the form
described by (6) and (19) is defined as the largest bidisc in
which the 2D characteristic polynomial of (23) satisfies

C (z2, z2) 6= 0, (43)

in

U
2

σβ
=

{
(z1, z2) : |z1| ≤ 1+(1−β)σβ , |z2| ≤ 1+βσβ

}
,

where0 ≤ β ≤ 1.

Note that whenβ = 0, 1 and 0.5, respectively, the

set U
2

σβ
here reduces (with obvious changes in the nota-

tion) to

U
2

σ1
= {(z1, z2) : |z1| ≤ 1 + σ1, |z2| ≤ 1} , (44)

U
2

σ2
= {(z1, z2) : |z1| ≤ 1, |z2| ≤ 1 + σ2} , (45)

U
2

σ = {(z1, z2) : |z1| ≤ 1 + σ, |z2| ≤ 1 + σ} , (46)

introduced and studied, e.g. in (Agathokliset al., 1982)
for 2D discrete linear systems described by the Roesser
state space model. (Note that (46) follows from setting
σ0.5 = 2σ in (43).) In particular,(1 − β)σβ and βσβ

give the stability margins corresponding toz1 and z2,
respectively, i.e. along the pass and pass-to-pass, respec-
tively. In what follows we will also need the following
easily proven result:

Lemma 2. Given qi ∈ R, qi > 0, i = 1, 2 suppose that

Ĉ (z1, z2) :=

det

[
In − z1(1 + q1)A −z1(1 + q1)B0

−z2(1 + q2)C Im − z2(1 + q2)D0

]
6= 0,

(47)

in U
2
. Then

C (z′1, z
′
2) = det

[
In − z′1A −z′1B0

−z′2C Im − z′2D0

]
6= 0, (48)

in U
2

q, where

U
2

q = {(z′1, z′2) : |z′1| ≤ 1 + q1, |z′2| ≤ 1 + q2} . (49)

Now we can give the first main result on lower
bounds for the stability margins defined above. A proof
of this result can again be found in (Rogerset al., 2003).

Theorem 5. For a givenβ such that0 ≤ β ≤ 1, a lower
bound for the generalized stability marginσβ is given
by the solution of the following quasi-convex optimization
problem: Maximizeσβ subject toP > 0, Q > 0, σβ >
0, and the LMIQ− P 0 (1 + (1− β)σβ) ÂT

1 P

0 −Q (1 + βσβ) ÂT
2 P

X31 (1 + βσβ)PÂ2 −P

 < 0,

(50)
whereX31 = (1 + (1− β)σβ)PÂ1.

For a detailed explanation of the term ‘quasi-convex
optimization problem’ used above, see (Boydet al., 1994).

In the numerical example used here, we have

σ1 = 1.4033 (β = 0),

σ2 = 2.6666 (β = 1),

σ = 0.7017 (β = 0.5).

Also, in the closed loop case one possible additional ob-
jective is to achieve stability along the pass with a pre-
scribed lower bound on the stability marginsσ1 and σ2.
Here we denote such bounds byσ∗1 and σ∗2 , respectively,
and we have the following result (again proved in (Rogers
et al., 2003)).

Theorem 6. Discrete linear repetitive processes of the
form described by (6) and (19) are stable along the pass
under control laws of the form (36) withK defined
by (42) and with prescribed lower bounds on the stabil-
ity marginsσ∗1 , σ∗2 , corresponding toz1 and z2, respec-
tively, if there exist symmetric matricesY > 0, Z > 0,
and a matrixN such that Z − Y 0 Ŷ13

0 −Z Ŷ23

Ŷ T
13 Ŷ T

23 −Y

 < 0, (51)

where

Ŷ13 = (1 + σ∗1)
(
Y ÂT

1 + NT B̂T
1

)
,

Ŷ23 = (1 + σ∗2)
(
Y ÂT

2 + NT B̂T
2

)
.
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4. Control of Differential Linear Repetitive
Processes

In this section we address the control of differential lin-
ear repetitive processes again using the metal rolling as
a physical example. First, we consider the direct appli-
cation of delay differential systems theory and then fol-
low this by linking it to stability theory for differential lin-
ear repetitive processes of the form considered here which
again follows as a special case of that based on the ab-
stract model (15). This leads to the so-called 2D Lyapunov
equation based sufficient condition for stability along the
pass which, in turn, leads to a new result which opens up
the possibility of developing a very powerful LMI based
approach to control system specification and design for
these processes—a subject which has so far received rela-
tively little attention in the literature.

4.1. Direct Application of Delay Differential Theory

In this part, we directly apply the existing delay differen-
tial systems theory to the model considered and then in
the next subsection we establish links for differential lin-
ear repetitive processes. The proofs of the results used
in this section can be found in standard references in the
delay differential systems area, such as (Hale, 1977).

First note that the repetitive process model of (12)–
(14) can also be treated as a delay differential system of
the neutral type with two noncommensurate delaysh1

and h2. (Delays h1, . . . , hq are termed noncommensu-
rate if there exist no integersl1, . . . , lq (not all of them
zero) such that

∑q
i=1 lihi = 0. The underlying delay dif-

ferential system is termed commensurate ifq = 1.) Also
introducezi := e−his, i = 1, 2, i.e. zi is a left shift oper-
ator of durationhi, and s denotes the Laplace transform
variable. Then the characteristic polynomial associated
with this model is a two-variable polynomial of the form

ρ(s, z1, z2) = s2 +
2∑

i=0

1∑
j1=0

1∑
j2=0

cij1j2s
izj1

1 zj2
2 . (52)

It is also possible to treat (12)–(14) as a special case
of the generalized linear system

G(z1, z2)ẋ(t) = H1(z1, z2)x(t) + H2(z1, z2)u(t), (53)

where G, H1 ∈ Rp×p[z1, z2] and H2 ∈ Rp×b[z1, z2],
zi is (in this representation) a delay operator of duration
hi, i = 1, 2, and R[z1, z2] denotes the ring of polynomi-
als in (z1, z2) with coefficients inR. Also R[z1, z2] is,
in general, a commutative ring and in the commensurate
case (see the next subsection) it is also a principal ideal
domain.

To detail this representation for the particular case
considered here, takez1,2 to be the shift operators defined

by ziyk(t) := yk(t − hi), i = 1, 2, and also introduce
x1(t) := yk(t), x2(t) := ẏk(t). Then, with x(t) :=
[x1(t), x2(t)]

T , (12)–(14) can be modelled by

G(z1, z2)ẋ(t) = H1(z1, z2)x(t)+H2(z1, z2)rd(t), (54)

whereG, H1 and H2 are over the ringR[z1, z2] and, in
detail,

G(z1, z2) =

[
1 0
0 (1− c3z1)

]
,

H1(z1, z2) =

[
0 1
g1 −2ζωn(1− c3z1)

]
,

H2(z1, z2) =

 0

c1kakc

M

 , (55)

g1 = ω2
n −

( c2

M
+ ω2

nc3

)
z1 +

c1kakc

M
z2.

Now we require the following definition and result (for the
general case).

Definition 2. A matrix G(z1, z2) ∈ Rp×p[z1, z2] is said
to beatomicat zero if (G(0)) is nonsingular over the field
of real numbers.

Here we will always assume that this property holds.

Also let U
2

δ denote the closed bidiscU
2

δ = {(z1, z2) ∈
C2 : |zi| ≤ 1 + δ, 1 ≤ i ≤ 2}. Then the formal stability
of G(z1, z2) is defined as follows.

Definition 3. (Byrneset al., 1984)G(z1, z2) is said to be

formally stableif det(G(z1, z2)) 6= 0, ∀ (z1, z2) ∈ U
2

δ

for someδ > 0.

Clearly, the particular case ofG(z1, z2) defined
by (55) is atomic at zero and is formally stable since
c3 = λ2/(λ1 + λ2) < 1. Hence we can invertG(z1, z2)
over the closed unit bidisc and (54) can be written as

ẋ(t) = H3(z1, z2)x(t) + H4(z1, z2)rd(t), (56)

where

H3(z1, z2) =

[
0 1
ĝ1 ĝ2

]
,

H4(z1, z2) =

[
0
ĝ3

]
, (57)
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with

ĝ1 =

[
ω2

n −
(

c2
M + ω2

nc3

)
z1 + c1kakc

M z2

]
(1− c3z1)

,

ĝ2 = −2ζωn, (58)

ĝ3 =
c1kakc

M(1− c3z1)
.

Now seth = maxhi, i = 1, 2, and (for the remain-
der of this subsection) letB denote the Banach space of
continuous functions[−h, 0] 7→ R with the norm defined
by ‖f‖ = supσ∈[−h,0] |f(σ)|, for any f ∈ B. Sup-
pose also thaty(t) denotes the output of an autonomous
delay differential system of the form considered here.
Also let yt ∈ B denote the function segment defined by
yt(σ) = y(t + σ), σ ∈ [−h, 0], and take the initial con-
dition as f(t), t ∈ [−h, 0], f ∈ B. Then the asymptotic
stability of this delay differential system is defined and
characterized as follows.

Definition 4. A delay differential system of the form
considered here is said to beasymptotically stableif
∃ M,γ > 0 such that for eachf ∈ B the solutiony(t)
with initial condition f satisfies

‖y(t)‖ ≤ M |f |e−γt, ∀ t ≥ 0. (59)

Also, if (59) holds∀ hi ≥ 0, 1 ≤ i ≤ 2, then this prop-
erty is termedstability independent of delay(denoted by
i.o.d.).

Theorem 7. A delay differential system of the form con-
sidered here is asymptotically stable if, and only if, its
characteristic polynomial satisfies

ρ(s, e−h1s, e−h2s) 6= 0, Re s ≥ 0 (60)

and is asymptotically stable independent of delay (i.o.d.)
if, and only if, (60) holds∀ hi ≥ 0, i = 1, 2.

Corollary 1. A delay differential system of the form con-
sidered here is asymptotically stable if, and only if,

det
(
sI2 −H3(e−h1s, e−h2s)

)
6= 0, ∀ s ∈ D (61)

and asymptotically stable i.o.d. if, and only if, (61) holds
∀hi ≥ 0, i = 1, 2, whereD denotes the closed right-half
of the s plane.

The following result (Herzet al., 1984) gives an an-
alytic test for asymptotic stability i.o.d.

Theorem 8. A delay differential system of the form con-
sidered here is asymptotically stable i.o.d. if, and only if,
(a) ρ(s, 1) 6= 0, s ∈ D,
(b) ρ(s,−1) 6= 0, s ∈ R (s 6= 0); and
(c)

(1 + sT )2ρ
(

s,
1− sT

1 + sT

)
6= 0, s ∈ R, ∀ T > 0, (62)

whereR denotes the imaginary axis of thes plane.

Pointwise asymptotic stability is a stronger concept
than that above and is defined as follows.

Definition 5. A delay differential system of the form con-
sidered here with a characteristic polynomialρ(s, z1, z2)
is said to be pointwise asymptotically stable if, and only if,

ρ(s, z1, z2) 6= 0, ∀(s, z1, z2) ∈ D × U
2
. (63)

Now it follows immediately that a delay differential
system of the form considered here is pointwise asymp-
totically stable if, and only if,

det
(
sI2 −H3(z1, z2)

)
6= 0, ∀ (s, z1, z2) ∈ D × U

2
.

(64)

4.2. Links to Repetitive Process Stability Theory

The starting point in what follows is the calculation of
bounds for the PD controller gainska, kb and kc to guar-
antee the stability of the controlled process described by
the delay differential equation (12)–(14). Hereh1 and
h2 are, in general, not constant and hence asymptotic
stability in delay intervals and asymptotic stability i.o.d.
should be considered in this case. A major difficulty here
is that, in general, it is very difficult to check any of the re-
sulting stability conditions for the noncommensurate case.
Consequently, we have to consider pointwise asymptotic
stability using (64).

To proceed, note that the condition of (64) can be
further simplified due to the fact that the regularity of

H3(z1, z2) in (56) over the closed unit bidiscU
2

implies
that its eigenvalues, denoted byλi, are regular functions

of (z1, z2). Hence if Re λi > 0 for some(zo
1 , zo

2) ∈ U
2
,

then Re λi > 0, ∀ (z1, z2) in an open neighborhood
of (zo

1 , zo
2). Thus instability in the pointwise asymptotic

sense here can be detected by checking the eigenvalues
of H3(z1, z2) on the distinguished boundary of the unit
bidisc, i.e. T 2 = {(z1, z2) ∈ C2 : |zi| = 1, i = 1, 2}.
Also, this can be implemented for a given example by a
suitably fine partition ofT 2, which is a finite computa-
tion. Alternatively, eigenvalue location tests can be imple-
mented by applying known stability tests (see, e.g. (Bar-
nett, 1983)) for polynomials with complex coefficients to
its characteristic polynomial.
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Suppose now that the pass delay is an integer multi-
ple of the output sensor measurement delay or the sensor
delay can be neglected. Then in these cases the delay dif-
ferential models of the previous section will be commen-
surate and here we assume that the latter of these cases
holds. Then, with an additional assumption of zero ref-
erence input, the delay differential equation (12)–(14) be-
comes

ÿk(t) + 2ζωnẏk(t) +
(
ω2

n +
c1kakc

M

)
yk(t)

− c3ÿk(t− h1)− 2ζωnc3ẏk(t− h1)

−
(
ω2

nc3 +
c2

M

)
yk(t− h1) = 0 (65)

with the corresponding characteristic polynomial

ρ(s, z1) = s2 + 2ζωns +
(
ω2

n +
c1kakc

M

)
− c3s

2z1 − 2ζωnc3sz1

−
(
ω2

nc3 +
c2

M

)
z1 = 0, (66)

where we also assume that the gainska, kb and kc are
positive.

The following result follows immediately from ap-
plying the analytic stability test of Theorem 8.

Theorem 9. Consider the repetitive process (65), where
the gainska, kb and kc are assumed to be positive. Then
this commensurate metal rolling process is asymptotically
stable i.o.d. if, and only if,

ka >
c2 − λ(1− c3)

(kcλ/λ2) + 1− c3
(67)

and

kakc < λ1 +
λ1(1− c2

3)
2c2M

k2
b . (68)

Proof. The first condition of Theorem 8 is easily seen to
be equivalent to

ω2
n +

c1kakc − c2

(1− c3)M
> 0, (69)

and (67) here follows immediately.

To prove (68), the second condition of Theorem 8 in
this case requires that

ω2
n +

c1kakc + c2

(1 + c3)M
> 0, (70)

which holds for any positiveka and kc. Finally, the third
condition of Theorem 8 requires (after some routine anal-
ysis) in this case that

s3 + â1s
2 + â2s + â3 > 0, ∀ s ∈ D, (71)

(i.e. the left-hand side be positive in the closed right-half
of the s plane) where

â1 = 2ζωn +
(1− c3)

(1 + c3)T
,

â2 = ω2
n + 2ζωn

(1− c3)
(1 + c3)T

+
c1kakc + c2

(1 + c3)M
,

â3 = ω2
n

(1− c3)
(1 + c3)T

+
c1kakc − c2

(1 + c3)MT
. (72)

Some routine analysis now yields that (71) is equivalent
to (68) here, and the proof is complete.

An autonomous delay differential system of the com-
mensurate type can also be modelled by a 2D state space
model of the form[

ẋ1(t)
x2(t + γ)

]
=

[
A1 A2

A3 A4

] [
x1(t)
x2(t)

]
, (73)

where x1(t) ∈ Rn1 denotes the differential state vector,
x2(t) ∈ Rn2 denotes the delay state vector, and for dif-
ferential linear repetitive processes of the form considered
here γ is equal to the pass lengthα. The characteristic
polynomial for (73) is defined as

ρc(s, z) := det

[
sIn1 −A1 −A2

−zA3 In2 − zA4

]
, (74)

which can be written in the form (52) in the special case
of (12)–(14). In particular, the process under considera-
tion here is a special case of (74) with

A1 =

[
−ζωn (ζ2ω2

n − ω2
n − c1kakc

M )
1 −ζωn

]
,

A2 =

[
0
â

]
,

A3 =
[

1 0
]
,

A4 = c3, (75)

â = c3(c2 − c1kakc)/(ω2
nM + c1kakc − ζ2ω2

nM).

Suppose now that all eigenvalues of the matrixA1 have
strictly negative real parts and note thatA4 < 1. Then,
when assuming zero initial conditions, (73) (withγ = α)
can in the special case of (12)–(14) be rewritten in the
form

x2(t + α) =
(
A3(sI2 −A1)−1A2 + A4

)
x2(t)

= G1(s)x1(t), (76)

where G1(s) is the so-called interpass transfer function.
We will also require the following definition.
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Definition 6. A proper rational functionG(s) is termed
strictly continuous bounded real(SCBR) if, and only if,
(a) G(s) is analytic inRe s ≥ 0, and
(b) 1−GT (−ıω)G(ıω) > 0, ∀ ω ∈ R.

Stability along the pass for processes described
by (76) can now be stated (Rogers and Owens, 1992;
Rogerset al., 2003) as follows.

Definition 7. The repetitive process (73) isstable along
the passif, and only if,

‖Gk
1(ıω)‖ → 0 as k →∞, 0 ≤ ω < ∞, (77)

where ‖G1(ıω)‖ := sup0≤ω<∞ |G(ıω)|, i.e. each fre-
quency component is attenuated from pass-to-pass.

It is easily shown (by inspecting the roots of the char-
acteristic polynomial (i.e.det(sI2 − A1)) that G1(s) is
analytic in D. Also, it can be shown (Foda and Agath-
oklis, 1989) that a necessary and sufficient condition for
stability along the pass is thatG1(s) is SCBR. Hence it
is clear that stability along the pass is equivalent toG1(s)
being SCBR. Since the characteristic polynomialρ(s, z)
is first order in the delay operator, it follows that pointwise
asymptotic stability is equivalent toG1(s) being SCBR.
Hence stability along the pass for SISO differential linear
repetitive processes is equivalent to pointwise asymptotic
stability for delay differential systems—which is a strong
concept of stability i.o.d.

The following result (first obtained in the delay dif-
ferential systems literature (Agathoklis and Foda, 1989))
expresses stability along the pass in terms of a so-called
2D Lyapunov equation.

Theorem 10. Differential linear repetitive processes
which can be expressed in the form (73) are stable along
the pass if there exist matricesW = W1 ⊕W2 > 0 and
Q > 0 such that the following 2D Lyapunov equation
holds:

ÃT W 1,0 + W 1,0Ã + ÃT W 0,1Ã−W 0,1 = −Q, (78)

where Ã is the so-called augmented plant matrix given
by

Ã =

[
A1 A2

A3 A4

]
, (79)

W 1,0 := W1 ⊕ 0, W 0,1 := 02×2 ⊕ W2, and ⊕ denotes
the direct sum of two matrices, i.e. for matricesF1 and
F2, F1 ⊕ F2 := diag{F1, F2}.

Note that in the SISO case the result of Theorem 10
is both necessary and sufficient.

A major implication of this last result is that it can be
used to provide a basis on which to begin the development

of an LMI based approach to the analysis and design of
control schemes for the differential linear repetitive pro-
cesses considered here. To develop an LMI solution of
the 2D Lyapunov equation of the previous result, first note
that (78) can be rewritten in the form

ÃT
2 W̃2Ã

T
2 −W 0,1 + ÃT

1 W 1,0 + W 1,0Ã1 < 0, (80)

where W̃2 = W3 ⊕ W2, W3 is an arbitrary symmetric
positive definiten× n matrix and

Ã1 =

[
A B0

0 0

]
, Ã2 =

[
0 0
C D0

]
. (81)

Now apply the Schur complement and then pre- and post-
multiply (81) by the matrix(I ⊕ W̃2) to yield the equiv-
alent condition −W 0,1 + ÃT

1 W 1,0 + W 1,0Ã1 ÃT
2 W̃2

W̃2Ã2 −W̃2

< 0, (82)

which is clearly in the LMI form, and we have the follow-
ing result.

Theorem 11. The differential linear repetitive processes
of the form considered here are stable along the pass if the
LMI of (82) is feasible.

Currently, the implications and full exploitation of
this last result is under investigation and has already led to
major progress—especially in the specification and design
of control laws. Some early results in this area can be
found in (Gałkowskiet al., 2002a).

5. Conclusions

This paper has considered the application of theory de-
veloped for the control of differential and discrete linear
repetitive processes using models arising in metal rolling
operations as examples. The new major feature is the
emergence of LMI based analysis as a potentially very
powerful analysis base for, in particular, the specifica-
tion and design of control laws, which is an area of crit-
ical importance but which has so far seen relatively little
progress.
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