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This paper aims at the handling and treatment of nuclear safeguard relevant information by using a linguistic assessment
approach. This is based on a hierarchical analysis of a State’s nuclear activities in a multi-layer structure of the evaluation
model. After a hierarchical analysis of the State’s nuclear activities on the basis of the IAEA Physical Model, the addressed
objective is divided into several less complex levels. The overall evaluation can be obtained step by step from those lower
levels. Special emphasis is put on the synthesis and evaluation analysis of the Physical Model indicator information. Ac-
cordingly, the aggregation process with the consideration of the different kinds of qualitative criteria is in focus. Especially,
the symbolic approach is considered by the direct computation on linguistic values instead of the approximation approach
using the associated membership function. In this framework, several kinds of ordinal linguistic aggregation operators are
presented and analyzed. The application of these linguistic aggregation operators to the combination of the Physical Model
indicator information is provided. An example is given to support and clarify the mathematical formalism.
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1. Introduction

As a part of its efforts to strengthen international safe-
guards, including enhancing its ability to detect any unde-
clared nuclear activities, the International Atomic Energy
Agency (IAEA) is using an increased amount of informa-
tion on some State’s nuclear and nuclear-related activities:
information provided by the State, information collected
by the IAEA, and information from open sources (e.g.,
media, etc.). The information can be of very different na-
ture, it can be incomplete, imprecise, not fully reliable,
conflicting, etc. In order to allow an adequate interpreta-
tion of the information and to reach a conclusion on unde-
clared activities and facilities in the State, there is a need
to establish an evaluation method that enables the IAEA to
check that there has been no diversion of nuclear material
and that there are no undeclared nuclear activities.

Hence, it was considered advantageous to have a
mathematical framework available that provides a ba-
sis for synthesis across multidimensional information of
varying quality, especially to deal with information that
may be not quantifiable due to its nature, and that may
be imprecise, too complex, ill-defined, etc., for which the
traditional quantitative approach (e.g., the statistical ap-
proach) does not give an adequate answer.

Our focus is on how to combine the indicator in-
formation to get the assurance of the presence of a nu-
clear process. A flexible and realistic approach is used in
this work, i.e., the use of a linguistic assessment based
on fuzzy set theory. Fuzzy logic (Bellman and Zadeh,
1970; Zadeh, 1975) provides a systematic way to handle
fuzziness and to represent qualitative aspects as linguis-
tic labels by means of linguistic variables, which can be
viewed as complementary to traditional methods.

A summary of the work is described in the following
steps:
• Establishment of a hierarchical structure of the eval-

uation model. After a hierarchical analysis of the
State’s nuclear activities on the basis of the IAEA
Physical Model, the objective to be evaluated is di-
vided into several less complex levels, and its hierar-
chical structure is established.

• Linguistic assessments of vague or imprecise infor-
mation instead of numerical values.The symbolic
approach acting by direct computation on linguistic
terms is applied, where an extended symbolic ap-
proach, i.e., the 2-tuple linguistic representation ap-
proach, is used to deal with linguistic information
without loss of information during the fusion and com-
bination process.
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• Aggregation operators for combining linguistic infor-
mation.The operators of combination of the linguistic
values are presented and analyzed. These operators
are based on the direct computation, and direct appli-
cation of these aggregation operators to the fusion of
safeguards indicator information is provided.

Based on these technical steps, a linguistic evalua-
tion model for strengthened safeguard information based
on the symbolic approach is established, where the overall
evaluation can be obtained step by step from several lower
levels. It would be a multi-level, multi-criteria, multi-
expert linguistic evaluation model for strengthened safe-
guards information.

The paper is organised as follows: In Section 2, an
evaluation structure for the State’s nuclear activities is out-
lined based on the IAEA Physical Model. Specific em-
phasis on and the detailed analysis of the evaluation of
the Physical Model indicator information is given in Sec-
tion 3. The paper is concluded in Section 4.

2. Evaluation Structure for the State’s
Nuclear Activities Based on the IAEA
Physical Model

To provide an effective evaluation, it is necessary to estab-
lish a systematic and comprehensive indicator system. A
hierarchy structure of the evaluation model of the State’s
nuclear activities should be established.

The IAEA Physical Model (IAEA, 1999) of the nu-
clear fuel cycle will be taken as the basis for this task.
It includes all the main activities that may be involved
in the nuclear fuel cycle, from source material acquisi-
tion to the production of weapons-usable materials. The
structure of the Physical Model of the nuclear fuel cycle is
well developed, i.e., its elements and the interconnections
between them are clearly defined. The Physical Model
contains detailed narratives describing every known pro-
cess for accomplishing each given nuclear activity rep-
resented in the fuel cycle and the links between them,
i.e., it can take into account all the possible technologi-
cal chains of production ofPu and High Enriched Ura-
nium (HEU). It also identifies and describes indicators
of the existence or the development of a particular pro-
cess. The indicators include especially designed and dual-
use equipment, nuclear and non-nuclear materials, tech-
nology/training R&D, and by-products.

The IAEA Physical Model of the nuclear fuel cycle
provides a convenient structure for organizing the safe-
guards relevant information which will be used by IAEA
experts to evaluate in a better way the safeguards-related
significance of information on some State’s activities. The
Physical Model may also be used by safeguards inspectors
to help them establish what to look for, i.e., indicators of

undeclared nuclear activities or misuse of declared facili-
ties.

The hierarchy structure of the evaluation is based on
the Physical Model, and it is a multi-layer comprehensive
structure. The resultant evaluation structure generally fol-
lows the steps that would be involved in the nuclear fuel
cycle from source material acquisition to the production
of weapons-usable material. The general evaluation struc-
ture is illustrated in Fig. 1.

Fig. 1. Structure of the overall evaluation.

The structure of the model has several levels ranging
from technologies to specific facilities. Each succeeding
level, depending on the order taken, is a detailed version
or a generalization of the previous level, which can be de-
scribed in detail as follows:

Level 1: This level contains all the main activities that
may be involved in proliferation. This level is intended to
represent the general performance of the nuclear activity
of a State: the level of general directions of possible pro-
duction ofPu andHEU. It is in fact a technology level of
processing nuclear materials, like Enrichment, Fuel Fabri-
cation, Mining and Milling, etc. The elements of this level
are linked. They reflect the possible presence of a specific
technology in a country. The value of any element of this
level is described by a fuzzy linguistic variable. The value
of this level will be obtained from Level 2 by using the
fuzzy aggregation.

Level 2: Separate processes, like gas centrifuge or
Gaseous Diffusion within the enrichment technology. At
this level the links between the different technologies for
processing nuclear material are clearly seen. The value
of any element of this level reflects the State’s capability
to conduct a specific process at the qualitative level and
is described by a fuzzy linguistic variable. The value of
this level will be obtained from Level 3 by using the fuzzy
aggregation.

Level 3: This is a detailed description of Level 2 and re-
flects the existence of a specific capacity for processing
nuclear materials, i.e., the indicator level. The value of
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Table 1. Stratification of the multi-layer evaluation.

Level 0 Level 1 Level 2 Level 3

State Mining/milling U from ores, I001 − I083

U from sea water,

U from monazite, . . .

Th from monazite,

Th from U ore, . . .

Conversion to UF6 I084 − I199

to UF4

to UCl4, . . .

Enrichment Gas centrifuge, I200 − I415

Gaseous diffusion,

Aerodynamic,

Molecular laser,

EMLIS,

Electromagnetic,

chemical exchange,

ion exchange atomic

vapor laser,

plasma separation

Fuel FabricationUmet, UO2, MOX I496 − I593

Reactors GCR, AGR, HTGR, I594 − I790

LWR, PWR, BWR,

FBR

Reprocessing I841 − I914

this level qualitatively reflects the potential of the specific
facilities used by a country to conduct a specific process
for treating nuclear material. The value of any element
of this level reflects the possible presence of a specific in-
dicator and is also defined by a fuzzy linguistic variable,
which is described and provided by an expert or an ana-
lyst. This will be further discussed in Section 3.

As an example, enrichment is a technology of pro-
cessing nuclear materials which can be divided into inde-
pendent sub-technologies determined by the nature of the
raw materials:UF6, UCl4, andUmet, i.e., Enrichment of
UF6 (F1), Enrichment ofUCl4 (F2), and Enrichment of
Umet(F3). Moreover, each factor is determined by many
sub-factors:F1 is determined by one of the sub-factors,
i.e., Gas Centrifuge (F11), Gaseous Diffusion (F12), Aero-
dynamic (F13), or Molecular Laser (F14); F2 is deter-
mined by one of the sub-factors, i.e., Electromangnetic
(F21), Chemical Exchange (F22), or Ion Exchange (F23);
F3 is determined by one of the sub-factors, i.e., Atomic
Vapour Laser (F31), or Plasma (F32). Finally, every sub-
factor is determined by many indicators including espe-
cially designed and dual-use equipment, nuclear and non-
nuclear materials, technology/training/R&D, and so on.
The practice of this overall evaluation model is given in

Table 1, where the different levels are made more explicit
and directly applicable to this evaluation problem.

3. Synthesis and Evaluation Analysis of the
Physical Model Indicator Information

3.1. Characteristics of the Physical Model Indicator
Information

Up to 914 indicators were identified within the IAEA
study throughout the whole fuel cycle, from mining to
reprocessing, and they can have a different strength, but
they are, in one way or another, signs of on-going activ-
ities. Indeed, the specificity of each indicator has been
designated to a given nuclear activity and is used to de-
termine thestrengthof an indicator. An indicator that is
present only if the nuclear process exists or is under devel-
opment or whose presence is almost always accompanied
by a nuclear activity is astrong indicator of that activ-
ity. Conversely, an indicator that is present for many other
reasons, or is associated with many other activities, is a
weakindicator. In between there aremediumindicators.
As an example, some of the indicators related to Gaseous
Diffusion Enrichment are illustrated in Table 2.

The indicators associated with each process are
placed in a quasi-logical structure:

– astrongindicator: processP implies an indicatorx
and is implied by the indicatorx;

– a mediumindicator: processP implies an indicator
y and the indicatory may imply processP ;

– aweakindicator: processP may imply an indicator
z and the indicatorz may imply processP .

For example, consider the special process of Gaseous
Diffusion Enrichment. It implies the presence of the indi-
cator ofgaseous diffusion barriersand is implied by the
indicator ofgaseous diffusion barriers, i.e., the presence
of the indicator ofgaseous diffusion barriersis always ac-
companied by the process ofGaseous Diffusion Enrich-
ment, so the indicator ofgaseous diffusion barriersis a
strongone for the process of Gaseous Diffusion Enrich-
ment.

As an example of a medium indicator, consider also
the specific process of Gaseous Diffusion Enrichment. It
implies the indicator ofgas blowers forUF6 but is not
implied by the indicator ofgas blowers forUF6, so the
indicator ofgas blowers forUF6 is amediumone for the
process of Gaseous Diffusion Enrichment .

As an example of a weak indicator, consider the spe-
cific process Gaseous Diffusion Enrichment. It may im-
ply the indicator ofFeed system/product and tails with-
drawal and is not implied by the indicator ofFeed sys-
tem/product and tails withdrawal, so the indicator ofFeed
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Table 2. Specific indicators of gaseous diffusion enrichment.

Ii Denomination Type Strength

266 Gaseous diffusion barriers Especially designed equipment strong

261 Gas blowers forUF6 Especially designed equipmentmedium

258 Expansion bellows Dual-use equipment weak

259 Gasket, large Dual-use equipment weak

262 Rotary shaft seal Especially designed equipmentmedium

265 Compressor for pureUF6 Especially designed equipment strong

267 Heat exchanger for cooling pureUF6 Especially designed equipment strong

268 Feed system/product and tails withdrawalEspecially designed equipment weak

269 Header piping system Especially designed equipment weak

271 Chlorine trifluoride Non-nuclear material medium

273 Aluminum oxide powder Non-nuclear material weak

272 Nickel powder, high purity Non-nuclear material medium

276 Large electrical switching yard Non-nuclear material weak

277 Large heat increases in air or water Other weak

279 Large specific power consumption Other weak

system/product and tails withdrawalis aweakone for the
processGaseous Diffusion Enrichment.

It was considered necessary to have a mathemati-
cal framework that provides a basis for synthesis across
multidimensional indicator information of varying qual-
ity when considering the different strength of an indica-
tor (this means considering indicators in combination). In
the following section, we will put special emphasis on the
evaluation of the Physical Model indicator information.
Here we make use of a linguistic assessment based on
fuzzy logic. For example, the assurance value that reflects
the capacity of “conducting a specific process at a given
nuclear facility” will be determined by the assessment of
the “presence of related indicators”, which is observed or
determined by experts. Usually the assessment values are
not limited to Yes or No, since an expert cannot always
detect the indicators arising from the process, and instead
he/she may only get certain assurance or a possibility of
the existence of the indicator, which can be characterized
by a fuzzy linguistic variable, and expressed, e.g., asvery
low, low, high, etc.

3.2. Fuzzy Linguistic Approaches

Here we briefly review some knowledge about fuzzy lin-
guistic approaches:

• Characterization of the ordinal linguistic term set

Definition 1. (Zadeh, 1975) A linguistic variable is char-
acterized by a quintuple(H, T (H), U, G, M) in which
H is the name of the variable;T (H) (or simply T ) de-
notes the term set ofH, i.e., the set of names of linguistic

values of H, with each value being a fuzzy variable de-
noted generically byX and ranging across a universe of
discourseU , which is associated with the base variable
u; G is a syntactic rule (which usually takes the form of
a grammar) for generating the names of values ofH; and
M is a semantic rule for associating its meaning with each
H, M(X), which is a fuzzy subset ofU .

The first priority ought to establish what kind of term
set to use. LetS = {si}, i ∈ {0, . . . ,m} be a finite
and totally ordered term set. Any label,si, represents a
possible value for a linguistic variable.

The semantics of the finite term setS is given by
fuzzy numbers defined in the[0, 1] interval, which are
described by their membership functions. Moreover, it
must have the following characteristics:

1. The set is ordered:si ≤ sj if i ≤ j.

2. There is a negation operator:Neg(si) = sj such that
j = m− i.

3. There is a maximization operator:Max(si, sj) = si

if sj ≤ si.

4. There is a minimization operator:Min(si, sj) = si if
si ≤ sj .

• Classical fuzzy linguistic approach and the ordinal
fuzzy linguistic approach

The linguistic variables used in the process of Computing
with Words imply their fusion, aggregation, comparison,
etc. Assuming the proposed linguistic approach, two main
different approaches can be found in order to aggregate
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linguistic values:

I. The linguistic computational approach based on
the Extension Principle (Bellman and Zadeh, 1970;
Zadeh, 1975), i.e., the approximation approach, uses as-
sociated membership functions. The use of an extended
arithmetic based on the Extension Principle increases the
vagueness of the results. Therefore the fuzzy sets obtained
by the linguistic aggregation operators based on the Ex-
tension Principle are counts of information that usually do
not match any linguistic term (fuzzy set) in the initial term
set, so a linguistic approximation process is needed to ex-
press the result in the original expression domain.

II. The linguistic computational symbolic approach
(or the ordinal fuzzy linguistic approach), acts by direct
computation on labels (Delgadoet al., 1993; Herrera and
Herrera-Viedma, 1997; Yager, 1981; 1993). This kind of
methods works assuming that the linguistic term set is an
ordered structure uniformly distributed on a scale. Hence
the use of membership functions is unnecessary, and these
methods are computationally simple and fast. Usually
they use the ordered structure of the linguistic term sets,
S = si, i ∈ {0, . . . , g}, where si < sj if and only if
i < j, to make direct computation on labels (Delgadoet
al., 1993). The intermediate results are numerical values,
α ∈ [0, g], which must be approximated in each step of the
process by means of an approximation functionapp(·) to
obtain a valueapp(α) ∈ {0, . . . , g} such that it indicates
the index of the associated linguistic term,sapp(α) ∈ S.

Graphically, the scheme of this approach is shown in
Fig. 2, whereapp(·) is an approximation function used
to obtain an index associated with a term inS as a value,
e.g., a “round” operator. For a more detailed description of
these linguistic computational models, see (Delgadoet al.,
1993; Herrera and Herrera-Viedma, 1997; 2000; Herrera
et al., 2000; Yager, 1981; 1993).

Linguistic
variable

assessed in S

Intermediate
result:

α ∈ [0, g]

Approximation
to index:

app(α )∈{0,...,g}
Final result:

sapp(α)∈S

INPUT OUTPUT

Symbolic
 aggregation

Symbolic
 Approx.

Fig. 2. Symbolic aggregation.

  s0              s1                s2             s3           -0.2 s4               s5              s6

  0                 1                  2                 3            3.8 4                   5                6

Fig. 3. Example of assessment indication of the inspector.

• Extended symbolic approach based on the 2-tuple
representation

We can see that both of the above computational models
have a common important drawback, i.e., the loss of in-
formation, caused by the need to express the results in the
initial expression domain that is discrete. In the following,
a continuous linguistic representation model introduced in
(Herrera and Martinez, 1999; 2000) is used. It can express
any counting of information although it does not exactly
match any linguistic term, i.e., the linguistic information
will be represented by means of the 2-tuple,(s, α), where
s(∈ S) is a linguistic term andα(∈ [−0.5, 0.5)) is a nu-
merical value, which represents the translation from the
original result to the closest index label in the linguistic
term set S (called a symbolic translation). In the fol-
lowing, we will recall some basic concepts. For details
about the 2-tuple linguistic representation model we refer
the reader to (Herrera and Martinez, 1999; 2000).

The reason why we use linguistic 2-tuples is due to
the following two aspects:

1. A need for the representation of the expert’s
judgement in applications (similarly to the questionaire
response).

In a real application, the evaluation set is often given
on a continuous scale as shown in Fig. 3. The expert needs
to draw a cross on this continuous scale to indicate his/her
assessment, for example, on the possibility of the presence
of a certain indicator. We have to define how to represent
the cross indication of assessment. For example, the in-
spector draws a cross at the pointβ = 3.8 on the con-
tinuous scale from 0 to 6. How to represent this kind of
assessment by using the linguistic information is the first
problem that needs to be solved in the evaluation process.

2. The continuous value is often obtained when fu-
sion and combination processes are performed on linguis-
tic variables.
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  s0              s1               s2              s3          -0.2 s4               s5               s6

  0                 1                  2                3              3.8 4                 5                6

                                                                      (s4, -0.2)

Fig. 4. Example of a symbolic translation (of indication of the inspector).

The symbolic approach acts by direct computation
on the labels taking into account only the order and the
properties of such linguistic assessments. This method
uses a process of approximation together with its com-
putation to obtain the results in the initial term set. In
this case, the result usually does not exactly match any of
the initial linguistic terms. Then an approximation pro-
cess must be developed to express the result in the source
expression domain (Delgadoet al., 1993; Herreraet al.,
2000; Herrera and Herrera-Viedma, 2000; Yager, 1981;
1993). This produces the consequent loss of informa-
tion and hence the lack of precision. For example, let us
suppose a symbolic aggregation operation over labels in
S = {s1, s2, . . . , s7} that obtains as its resultβ1 = 4.1
and β2 = 4.3. Note that 4.1 is not equal to 4.3 so, using
the round operators, both are equal tos4. As we can see,
the use of “round” leads us to loss of information in the
aggregation process.

We shall use a linguistic representation model, which
represents the linguistic information by means of 2-tuples
(si;αi), si ∈ S, αi ∈ [−0.5, 0.5). Here si represents
the linguistic label center of the information andαi is
a numerical value that represents the translation from the
original resultβ to the closest index label in the linguistic
term setS (a symbolic translation), i.e., the pointβ =
3.8 corresponds to the 2-tuple linguistic term (s4,−0.2).
The assessment would appear as illustrated in Fig. 4.

In fact, the value of the parameter ‘α’ has the mean-
ing of translation:

A positive value means a translation towards the right label;
(s2, α) has the meaning ofs2 towardss3.

A negative value means a translation towards the left label;
(s2, α) has the meaning ofs2 towardss1.

Here α belongs to[−0.5, 0.5) and is associated with a
real value from 1.5 to 2.5 (obtained via the aggregation).
In this way, we consider the aggregation process in a con-
tinuous space, without loss of information in it (the use of
“round” leads us to loss of information in the aggregation
process).

In fact, the 2-tuple computational model is an exten-
sion of the ordinal one which uses as a representation a
pair of values to avoid the loss of information, an ordinal
value and a numerical translation, and therefore it always
obtains at least the same or better results than the ordinal

model as its refinement. In addition, due to the limitation
of the ordinal symbolic approach, we can only use a few
numbers of operators for aggregation. Using the 2-tuple
we can use more operators because we can manage them
in a continuous domain. There are several advantages of
this formalism for representing the linguistic information
over classical models, such as the following:

• The linguistic domain can be treated as continuous,
while in the classical models it is treated as discrete.

• The linguistic computational model based on linguis-
tic 2-tuples carries out processes of computing with
words easily and without loss of information.

• The results of the processes of computing with words
are always expressed in the initial linguistic domain.

Taking into account these advantages, we shall use
this linguistic representation approach to accomplish our
objective.

The following text defines how to convert a classi-
cal linguistic term into an equivalent 2-tuple and how to
build a 2-tuple from counting of information that does not
exactly express the information about a linguistic term.

Let S = {s0, . . . , sg} be a linguistic term set. If
an inspector draws a cross at the pointβ ∈ [0, g] and
β 6∈ {0, . . . , g}, then an approximation functionφ is used
to express the index of the result inS.

Definition 2. (Herrera and Martinez, 1999; 2000) Let
si ∈ S be a linguistic term. Its equivalent 2-tuple rep-
resentation is obtained by means of the functionθ as

θ : S → S × [−0.5, 0.5), θ(si) = (si, 0)/si ∈ S.

The functionθ is defined in this way because it is evident
that the symbolic translation of any linguistic term inS
is 0.

Definition 3. (Herrera and Martinez, 1999; 2000) Let
S = {s0, . . . , sg} be a linguistic term set andβ ∈ [0, g] a
value supporting the result of a symbolic aggregation op-
eration. Then the 2-tuple that expresses the information
equivalent toβ is obtained with the following function:

φ : [0; g] → S × [−0.5, 0.5),

φ
(
β) = (sround(β),α = β−round(β)

)
, α ∈ [−0.5, 0.5),
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where ‘round’ is the usual round operation,sround(β) has
the closest index label to ‘β’, and ‘α’ is the value of the
symbolic translation.

Definition 4. (Herrera and Martinez, 1999; 2000) Let
S = {s0, . . . , sg} be a linguistic term set and(si;αi)
be a 2-tuple. There is always aφ−1 function, such that
from a 2-tuple it returns its equivalent numerical value
β ∈ [0, g],

φ−1 : S×[−0.5, 0.5) → [0; g], φ−1(si;αi) = α+i = β.

The following are the additional necessary concepts
of the 2-tuple approach:

• Comparison of 2-tuples (Herrera and Martinez,
1999; 2000)
Let (sk, α1) and (sl, α2) be two 2-tuples, each rep-
resenting counting of information. Then

– If k < l then (sk, α1) is less than(sl, α2),
– If k = l then

1. If α1 = α2 then (sk, α1), (sl, α2) represent
the same information,

2. If α1 < α2 then (sk, α1) is less than(sl, α2),
3. If α1 > α2 then (sk, α1) is greater than

(sl, α2).

• Negation operator of a 2-tuple (Herrera and Mar-
tinez, 1999; 2000)
The negation operator over 2-tuples is defined as

Neg
(
(si, α)

)
= φ

(
g −

(
φ−1(si, α)

))
,

whereg is the cardinality ofS, S = {s0, . . . , sg}.
The following evaluation approach is mainly based

on this 2-tuple symbolic approach. Now we consider the
evaluation principle.

3.3. Evaluation Principles

An evaluation principle can be summarized by the multi-
criteria evaluation method to get the overall linguistic as-
sessment value for a given process with the consideration
of all the indicators related to this process, as shown in
Table 3. HereE = {E1, . . . , Ep} represents the ex-
pert activities (detection or assessment is derived from dif-
ferent information sources);EW = {EW1, . . . , EWp}
represents the importance of each expert activity;I =
{Is1, . . . Ist, Im1, . . . Imr, Iw1, . . . Iwk} represents the in-
dicators related to the processP ; Ai,j denotes the as-
sessment value of the indicatorIi by an expert activity
Ej ; Fs represents the set of allstrong indicators related
to P , Fm represents the set of allmediumindicators re-
lated to P , and Fm represents the set of allweak indi-
cators related toP ; W = {ws, wm, ww} represents the

Table 3. Multi-expert, multi-indicator (classified)
evaluation matrix for a processP .

EW1 EW2 EW3 · · · EWp

E1 E2 E3 · · · Ep

Is1 As1,1 As1,2 As1,3 · · · As1,p

Fs Is2 As2,1 As2,2 As2,3 · · · As2,p

(ws) · · · · · · · · · · · · · · · · · ·
Ist Ast,1 Ast,2 Ast,3 · · · Ast,p

D1(Fs) D2(Fs) D3(Fs) Dp(Fs)

Im1 Am1,1 Am1,2 Am1,3 · · · Am1,p

Fm Im2 Am2,1 Am2,2 Am2,3 · · · Am2,p

(wm) · · · · · · · · · · · · · · · · · ·
Imr Amr,1 Amr,2 Amr,3 · · · Amr,p

D1(Fm) D2(Fm) D3(Fm) Dp(Fm)

Iw1 Aw1,1 Aw1,2 Aw1,3 · · · Aw1,p

Fw Iw2 Aw2,1 Aw2,2 Aw2,3 · · · Aw2,p

(ww) · · · · · · · · · · · · · · · · · ·
Iwk Awk,1 Awk,2 Awk,3 · · · Awk,p

D1(Fw) D2(Fw) D3(Fw) Dp(Fw)

D1(A) D2(A) D3(A) · · · Dp(A)

D(A)

strength of indicators.Di(A) means the overall assess-
ment of Fs, Fm, and Fw by Ei when considering the
strength of indicators.D(A) means the overall assess-
ment of Di(A) when considering the importance of each
expert activity.

Moreover, notice that the linguistic labels are con-
sidered as being in ascending order, from the left to the
right, e.g., S7 = {s0 = none, s1 = very low , s2 =
low , s3 = medium, s4 = high, s5 = very high, s6 =
perfect}. Thus we can also meaningfully assign ascend-
ing integer values (according to their subscript indices),
i.e., {0, 1, 2, 3, 4, 5, 6}. Hence, for convenience, we will
use the numerical expression (which actually corresponds
to the index of the linguistic value) instead of the 2-tuple
representation in the following discussion. This means
that each numerical value in the following actually cor-
responds to an equivalent 2-tuple linguistic term, e.g., the
value β = 3.8 corresponds to the 2-tuple linguistic term
(s4,−0.2). The corresponding 2-tuple representation can
be obtained from Definitions 2–4.

For a case study, we assume that the assessment
value and the importance of each expert activity are all
taken from the above linguistic term setS7 = {s0 =
none, s1 = very low, s2 = low, s3 = medium, s4 =
high, s5 = very high, s6 = perfect}.

We suppose that the values ofAi,j and the impor-
tance of the expert activity are initially given by an ex-
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pert, as these values should be determined according to
the results of safeguards expert activities, e.g.,Ai, is as-
sessed by experts and expressed with the linguistic val-
ues. Furthermore, how to assess and express the strength
of indicators is a rather complex problem, which is rele-
vant to the one of how to combine indicators across the
whole fuel cycle process. The simple arithmetic “rule
based system” which was indicated in the Safeguards field
suggested that, as a “rule of thumb,”

3 Medium Indicators= 1 Strong Indicator,

9 Weak Indicators= 3 Medium Indicators

= 1 Strong Indicator,

3 Weak plus 2 Medium Indicators= 1 Strong Indicator.

Here we consider this kind of rules as a case study
and suppose that the strength of indicators is expressed
in a numerical value, i.e., Strong=: 9, Medium =: 3,
and Weak=: 1. We need not to unify the weights and the
assessment values. In the numerical context we can com-
pute a weighted average using the weights belonging to a
term set different from the assessment values. The 2-tuple
linguistic weighted average acts in the same way, although
the weights and the assessment values belong to different
term sets. The final results always belong toS because
the weights can be normalized such that

∑
i wi = 1.

3.4. Selection of Aggregation Operators for
Combining Indicator Information

To manipulate the linguistic information in this context,
we shall work with operators for combining the linguis-
tic unweighted and weighted values by direct computation
on labels. Specifically, we shall present and analyse the
weighted operators of combination of the linguistic val-
ues based on direct computation.

In the application here, a basic problem is how to
deal with the aggregation of the indicator information.
Due to the diversified nature of the strength of indicators,
it is necessary to aggregate the indicators with different
strengths by using different aggregation operators, some
of which are given below. Note that because we use the
2-tuple representation, some aggregation operators in the
continuous domain can also be used. The corresponding
aggregation operators within the 2-tuple framework are
also introduced:

(A) Minimum aggregation function: Min,

(B) Maximum aggregation function: Max.

It should be noted that neither Min nor Max aggre-
gation operators allow a compensation, i.e., a higher de-
gree of satisfaction of one of the criteria cannot compen-
sate for a lower degree of satisfaction of another criterion.

Hence the following mean-type aggregation operators can
be adopted:

(C) The normative approach(Yager, 1992; 1993). In
this approach, the decision-maker adds all the values re-
lating to every alternative, by taking the average of all the
values. For the ordinal case, we have the following nor-
mative operator:

Norm(A1, . . . , An) = Maxj

[
Min(wj , bj)

]
,

where Ai, i = 1, . . . , n is the value to be assessed,bj is
the j-th largest value of theAi, wj are given such that
for j = 1, . . . , n we havewj = sT (j) with

T (j) = Int
(

(m− 1)j + (n−m)
n− 1

)
,

Int(u) being the integer part ofu, and m the cardinality
of the linguistic term setS. Note that Norm is an average-
like operator used in the ordinal case.

(D) The Hurwicz approach(Dubois and Prade, 1985;
Yager, 1992), i.e.,

H(A1, . . . , An) = aMaxi[Ai] + (1− a) Minj [Aj ],

where a ∈ [0, 1]. This approach attempts to strike a bal-
ance between the Max and Min strategies.

(E) Non-weighted median aggregation(Yager,
1993): The process of taking the median requires ordering
the arguments and the elements in the middle are signifi-
cant. LetC = {A1, . . . , An} be a collection of elements
drawn fromS. If we order the elements inC and denote
the result by{b1, . . . , bn} such thatbj is the j-th largest
value of theAi in C, then

Med(C) =

{
bn+1

2
if n is odd,

bn
2

if n is even.

Note that the median operation is simply based on the or-
dering of the elements, and it is also like the average in
that it is a mean-type aggregation.

(F) Arithmetic Mean (AM)(Dubois and Prade, 1985;
Ruanet al., 1999): Let C = {A1, . . . , An} be a set of
numerical values. The arithmetic mean is obtained by di-
viding the sum of all values by their cardinality, i.e.,

AM(C) =
1
n

n∑
i=1

Ai.

Due to the continuous nature of the 2-tuple represen-
tation, one way to aggregate linguistic 2-tuples may be
to use the philosophy of numerical aggregation operators
and to extend them to deal with linguistic 2-tuples. To ex-
tend both numerical and symbolic aggregation operators
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to dealing with the 2-tuple representation model, it will be
neccesary to employ the functionsφ and φ−1, which are
easily used to deal with 2-tuples. On the other hand, the
philosophy of symbolic linguistic aggregation operators
can also be easily used to deal with 2-tuples.

In the following, several numerical aggregation oper-
ators for combining 2-tuples are given.

(D∗) The 2-tuple Hurwicz operator(H∗). The
Hurwicz operator for linguistic information modelled by
means of 2-tuples will be the following:

Definition 5. Let A = {(r1, α1), . . . , (rn, αn)} be a set
of 2-tuples, a ∈ [0, 1]. The extended Hurwicz operator
H for linguistic 2-tuples is computed as

H∗((r1, α1), . . . , (rn, αn)
)

= φ
(
aMaxj

[
φ−1(ri, αi)

]
+ (1− a)Mini

[
φ−1(ri, αi)

])
, i, j = 1, . . . , n

(F∗) The 2-tuple Arithmetic Mean(AM∗). The
Arithmetic Mean operator for the linguistic information
modelled by means of 2-tuples will be the following:

Definition 6. Let x = {(r1, α1), . . . , (rn, αn)} be a set
of 2-tuples. Then their extended Arithmetic MeanAM∗

is computed as

AM∗((r1, α1), . . . , (rn, αn)
)

= φ

(
n∑

i=1

1
n

φ−1(ri, αi)

)
= φ

(
1
n

n∑
i=1

βi

)
.

3.5. Proposed Procedures for Synthesis and
Evaluation of Indicator Information

Now we turn to the problem of synthesis and evaluation
of indicator information. The evaluation procedure can be
summarized in the following different steps:

Step 1: Classification of indicators related to a given pro-
cess P according to their different strengths,
strong (Fs), medium(Fm), and weak(Fw).

Step 2: Aggregation of the indicators within each cate-
gory.

Class 1(aggregation ofFs). We will get the assessment of
“conducting a specific process at a given facility”. Assum-
ing that a strong indicator is a sufficient condition (even a
necessary condition) for the corresponding process, from
the safe point of view, we will propose to use the Max ag-
gregation operator. It aggregates the values on the premise
of “maximum assurance or possibility of presence of those
indicators.” Hence we have

Di(Fs) = Max(As1,i, As2,i . . . , Ast,i), i = 1, . . . , p.

Class 2(aggregation ofFm). Assuming that amedium
indicator is a necessary condition (not a sufficient con-
dition) for the corresponding process, it follows that both
the indicators with the maximum assurance and those with
the minimum assurance are equally important, so we need
to consider the Max and Min assurance simultaneously.
Accordingly, there are two approaches available for this
purpose: the Hurwicz approach (H∗), which attempts to
strike a balance between the Max and Min strategies, and
the Arithmetic Mean(AM∗), which tries to strike the bal-
ance point or center from the set of all values. Note that
the Hurwicz approach puts special emphasis on the ex-
treme assurance. In fact, it is considered reasonable to
assume that the extreme values play a more important role
in the aggregation process than the middle ones for the
medium indicator. Hence we propose to use the Hurwicz
approach when its parametera = 0.5, which reflects an
average of the Max and Min ones, i.e.,

Di(Fm) = H∗(Am1,i, . . . , Amr,i),
a = 0.5, i = 1, . . . , p.

But the Arithmetic Mean (AM) can still be considered
available on the premise of “mean assurance or possibility
of presence of those indicators,” i.e.,

Di(Fm) = AM∗(Am1,i, . . . , Amr,i), i = 1, . . . , p.

Class 3(aggregation ofFw). From the definition of the
weak indicator, a single weak indicator has little sense
for the overall assessment so that each assurance value
of a weak indicator is in the same status as those of other
weak indicators. It follows that Max, Min and Med, which
take on special values (the extreme value and the middle
one, respectively), are not considered reasonable for the
aggregation of weak indicators. Also only the Max and
Min values are considered in the Hurwicz approach, so
the Hurwicz approach is not considered feasible, either.
Hence we propose to use the Normative Operator (Norm)
and the Arithmetical Mean, which all take the average of
all the values. It aggregates the values on the premise of
“normative (average) assurance,” i.e.,

Di(Fw) = Norm(Aw1,i, Aw2,i, . . . , Awk,i)

or

Di(Fw)=AM∗(Aw1,i, Aw2,i, . . . , Awk,i), i = 1, . . . , p.

We use Table 4 to illustrate the aggregation result of
indicators within each class by using different aggregation
operators and indicate the feasibility of different aggrega-
tion operators. Without loss of generality, we use the same
example for analysing strong, medium and weak indica-
tors, respectively.
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Table 4. Illustration of the aggregation of indicators within each class.

Indicators \ Experts E1 E2 E3 E4 E5 E6 feasibility or acceptability

I1 1 1 6 3 2 6

I2 6 6 1 3 2 6

I3 2 1 5 3 2 6 strong medium weak

I4 3 1 5 3 6 6

I5 5 6 5 6 (1) 6 1

Min 1 1 1 3 (1) 2 1 N N N

Max 6 6 6 6 (3) 6 6 Y N N

Med 3 1 5 3 (3) 2 6 N N N

Norm 3 3 5 3 (3) 3 6 N N Y

Hurwicz(H∗) (a = 0.5) 3.5 3.5 4.5 4.5 (2) 4 3.5 N Y N

Arithmetic Mean (AM∗) 3.4 3 4.4 3.6 (2.6) 3.6 5 N Y Y

Suppose thatIi (i = 1, . . . , 5) in Table 4 are all
medium indicators. Then the following remarks can be
made:

1. For theMed operator, it can be seen fromE2 that
Med(I1, . . . , I5) = 1, which does not seem reasonable.

2. It was observed that the same results were ob-
tained with the Hurwicz approach in the casesE1, E2,
and E3 because they have the same extreme value (Max
and Min values). This means that we only strike the bal-
ance of Max and Min values and ignore the middle val-
ues. For caseE6, this value of I5 is equal to 1, which
would play a more important role than other values (all
equal to 6) becauseI5 is a necessary condition for a
given process. But we can see thatNorm(E6) = 6,
it actually does not put more emphasis onI5, and we
have H∗(E6) = 3.5 and Mean(E6) = 5, which are
considered more reasonable. Moreover, considering the
case E4, when I5 = 6, we have Norm(E4) = 3,
H∗(E4) = 4.5, AM∗(E4) = 3.6; when I5 changes con-
siderably to 1,H∗(E4) is changed to 2, andMean(E4)
is changed to 2.6, which means theH∗ and AM∗ reflect
every change when the input is different without loss of
any information. ButNorm(E4) is still equal to 3, which
shows that the Norm operator is not sensitive to the ex-
treme value variation due to its formulation (with several
approximate processes, likeMax, Min andRound opera-
tions). This is also the reason why we skip using the Norm
for the aggregation of the medium indicator.

3. Compared with the Hurwicz approach, the Mean
takes the same attitude on the value of each medium indi-
cator and the final result is an average one. The Hurwicz
approach puts more attention to the extreme Max and Min
values.

Please note that here the numerical value equiva-
lently corresponds to the 2-tuple term, e.g., “3.6” corre-
sponds to the 2-tuple term(s4,−0.4) , and “4.5” corre-
sponds to the 2-tuple term(s5,−0.5).

Step 3: Aggregation of Fs, Fm and Fw by consider-
ing the corresponding strength of indicators. We
need to use the weighted aggregation operator,
i.e.,

Di(A) = AggW

((
ws, Di(Fs)

)
,
(
wm, Di(Fm)

)
,(

ww, Di(Fw)
))

, i = 1, . . . , p.

HereAggW can be taken as a weighted aggregation oper-
ator to get a final assessmentDi(A). According to the fol-
lowing analysis, we propose to use the weighted mean op-
erator which aggregates the value on the premise of “mean
assurance under consideration of the strength.”

The following are some available weighted aggrega-
tion operators:

(G)Min-type weighted aggregation(W -min) (Yager,
1981; 1993):

W -min
(
(w1, a1), (w2, a2), . . . , (wn, an)

)
= Min

(
g(w1, a1), g(w2, a2), . . . , g(wn, an)

)
.

Here g(wi, ai) = Max(Neg(wi), ai), Neg(wi) is the
negation ofwI , i.e., Neg(wi) = wj such thatj = m− i,
m is the cardinality of the linguistic term set of the
weights.

(H) Max-type weighted aggregation(W -max)
(Yager, 1981; 1993):

W -max
(
(w1, a1), (w2, a2), . . . , (wn, an)

)
= Max

(
g(w1, a1), g(w2, a2), . . . , g(wn, an)

)
,

whereg(w, a) = Min(wi, ai).
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Table 5. Illustration of the weighted aggregation of indicators.

Indicators\ Experts E1 E2 E3 E4 E5 E6 E7

D(Fs) 0 2 3 4 5 6 6

D(Fm) 0 0 0 0 0 0 0

D(Fw) 0 (6) 0 (6) 0 (6) 0 (6) 0 (6) 0 (6) 0 (6)

W -min 0 (0) 1 (1) 2 (2) 3 (3) 3 (3) 3 (3) 3 (3)

W -max 0 (0) 1 (1) 2 (2) 3 (3) 4 (6) 6 (6) 6 (6)

W -med 0 (0) 1 (1) 2 (2) 3 (3) 3 (3) 3 (3) 3 (3)

W -mean∗ 0 (2) 0.67 (2.67) 1 (3) 1.33 (3.33) 1.67 (3.67) 2 (4) 2 (4)

(I) Med-type weighted aggregation(W -med) (Yager,
1993):

W -med
(
(w1, a1), (w2, a2), . . . , (wn, an)

)
= Med(a+

1 , a−1 , a+
2 , a−2 , . . . , a+

p , a−p ),

wherea+
i = Max(Neg(wi), ai), a−i = Min(wi, ai).

(J) Weighted mean aggregation operator(W -mean)
(Dubois and Prade, 1985; Ruanet al., 1999):

Let X = {a1, . . . , an} be a set of numerical val-
ues andWX = {w1, . . . , wn} be their associated weights
such thatw1 corresponds toa1 and so on. The weighted
mean will be

W -mean
(
(w1, a1), (w2, a2), . . . , (wn, an)

) n∑
i=1

aiwi

n∑
i=1

wi

.

The corresponding operator using the linguistic 2-tuples
is defined as follows:

Definition 7. Let x = {(r1, α1), . . . , (rn, αn)} be a set
of 2-tuples andW = {w1, . . . , wn} be their associated
weights. The extended weighted meanW -mean∗ is

W -mean∗
(
w1, (r1, α1), . . . ,

(
wn, (rn, αn)

))
= φ


n∑

i=1

φ−1(ri, αi)wi

n∑
i=1

wi

 = φ


n∑

i=1

βiwi

n∑
i=1

wi

 ,

whereφ and φ−1 are given in Definitions 2–4.

We use Table 5 to illustrate the weighted aggregation
result of indicators for Step 3 by using different weighted
aggregation operators, and to explain the feasibility of dif-
ferent aggregation operators.

Remark 1. From columnsE1 to E6 in this table, we can
see that whenDm = 0, the Ds’s are all fixed andDw

increases from 0 to 6; there is no difference in the aggre-
gation results by using the different operatorW -min, W -
max andW -med. This shows that these three weighted
aggregation operators are not reasonable. However, the
weighted mean results seem reasonable.

Step 4: Aggregation of several detecting activities. Steps
1–3 are a procedure to get the overall assessment
by each indicator-detecting activity. In Step 4,
we consider the evaluation about the assessment
of the processP when considering different im-
portance of each expert activity. Note that the
Min-type,Max-type orMed-type weighted ag-
gregation operators will overstate the fused value
due to the loss of too much information (as
shown in Step 3). There should be a consensus
degree of all expert activities. Hence we also pro-
pose to use the weighted mean operator to get a
final assessmentD(A). It aggregates the value
on the premise of “mean assurance under consid-
eration of the importance of each expert activity,”
i.e.,

D(A) = W -mean∗
((

EW1, D1(Fs)
)
,(

EW2, D2(Fm)
)
, . . . ,

(
EWp, Dp(Fw)

))
.

3.6. Example

As an example, we consider a specific evaluation to il-
lustrate the method proposed here. Let it be required
to evaluate the possibility of “conducting a specific pro-
cess Gaseous diffusion enrichment” within the evaluation
of the production of Highly Enriched Uranium (HEU) as
shown in Table 6.

Although we have described different term
sets for strength, importance and the assessment
value, we usually have to unify them in order to
operate on them. As has already been discussed,
we take the weight vector of the indicator as
WI = (9, 3, 1), and suppose that the importance of
the expert activity is also taken fromS7. In Table 6, the
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Table 6. Evaluation of the processA – Gaseous diffusion enrichment.

E1 (3) E2 (5) E3 (4) E4 (2)

Compressor for pureUF6 4 2 4 6

Fs (9) Gaseous diffusion barrier 6 5 4 6

Heat exchanger for cooling pureUF6 5 3 6 6

D(Fs) (Max) 6 5 6 6

Diffuser housing/vessel 3 3 5 4

Gas blower forUF6 3 2 3 6

Rotary shaft seal 4 3 5 3

Fm (3) Special control value (large aperture) 3 2 5 5

Special shut-off value (large apertue) 6 3 4 5

Chlorine trifluoride 3 2 5 4

Nickel powder, high purity 2 2 3 4

D(Fm) (Mean) 3.43 2.43 4.29 4.43

D(Fm) (Hurwicz) 4 2.5 4 4.5

Gasket, large 2 3 5 3

Feed system/product and tails withdrawal 1 3 2 4

Expansion bellows 6 6 6 5

Header piping system 5 3 6 4

Vacuum system and pump 3 2 1 2

Fw (1) Alumnium oxide powder 2 2 2 3

Nickel powder 4 3 6 4

PTFE(teflon) 3 3 3 2

Large electrical switching yard 3 6 5 5

Large heat increase in air or water 6 3 6 4

Larger specific power consumption 4 3 5 6

Larger cooling requirements (towers) 3 1 2 1

D(Fw) (Mean) 3.5 3.17 4.08 3.58

D(Fw) (Norm) 3 3 4 4

Di(A) (max-mean-norm) 4.9 3.98 5.26 5.31

Di(A) (max-mean-mean) 4.94 4.01 5.26 5.27

Di(A) (max-H-norm) 5.08 4 5.17 5.33

Di(A) (max-H-mean) 5.13 4.01 5.17 5.29

D(A) (max-mean-norm) 4.64

D(A) (max-mean-mean) 4.74

D(A) (max-H-norm) 4.76

D(A) (max-H-mean) 4.77

importance vectorEW of Ei (i = 1, . . . , 4) is taken as
(s3, s5, s4, s2). Here for convenience and without loss of
generality, the input values are all considered as integers,
although they may not be integer values from the expert’s
assessment.

Here D(Fs)(max), D(Fm)(mean) and D(Fw)
(mean) stand for the aggregation results in each class by
using Max, Mean and Mean, respectively. The others have
a similar meaning.Di(A) (max-mean-norm) means the
weighted aggregation of the results obtained from Step 2,
where Max, Mean and Norm are applied to the aggrega-

tion of strong, medium and weak indicators, respectively.
The others have similar meanings.D(A) (max-mean-
norm) is the corresponding weighted aggregation result
from Step 3. Finally, we can see that the assessment of
“conducting a specific process Gaseous diffusion enrich-
ment” is close tos5, i.e., close tovery high.

All the results in Table 6 are based on the formulation
from Steps 1–4. The calculations were made by hand.
Software with a huge amount of data becomes necessary
due to many factors and a lot of indicators involved in each
process.
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Fig. 5. General lay-out of the evaluation screen.
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Fig. 6. ‘Enrichment” screen.

All the evaluation principles explained in the previ-
ous section are implemented in Microsoft EXCEL. It uses
several sheets corresponding to the different fuel cycle
items that can be addressed from the title page by click-
ing on the fuel cycle item under investigation, as shown in
Fig. 5.

Moreover, when clicking on the appropriate term in
the overall sheet, the subsequent level of the term is ac-
tivated into another sheet, e.g., clicking on “Enrichment”
gives the screen of Fig. 6. Note that the symbol⊕ rep-
resents the “or” relationship, and the aggregation operator
is proposed to take “Max.”

If a sub-factor on the second level, e.g., gas diffusion
in enrichment, is selected, then a detailed template used to
evaluate this process is open and you can use this template
file (like Table 6) to input some necessary data to evaluate
the overall result on the capacity of “conducting the gas

diffusion process at a State.” The values forD could
be automatically calculated in the approaches mentioned
above and be compared with the State Declaration, yield-
ing inconsistency values (or “warning” signals).

4. Conclusions

A mathematical formulation was developed towards
decision-making based on information that can be vague,
incomplete, conflicting, etc. Computing with words was
applied for that purpose.

To manipulate the linguistic information, we worked
with aggregation operators for combining the linguistic
unweighted and weighted values by direct computation on
labels. Based on the above analysis, we presented a multi-
criteria, multi-expert evaluation method to get the over-
all linguistic assurance value for a given process, taking
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into account the particular nature of the indicators and the
specific differences among the experts’ activities through
the aggregation process. The approach is computationally
simple and fast. A case study on the application of these
aggregation operators to the fusion of safeguards relevant
information is given. A sensitivity study is made to detect
in what sense the overall assessment is influenced by the
choice of the aggregation operators.

By using this evaluation model of States’ nuclear ac-
tivities, we can assess, on a qualitative level, the States’
capabilities on processing nuclear materials. If we focus
on the indicators of undeclared nuclear activities, then we
can get an assurance of undeclared nuclear activities or
misuse of declared facilities in a State. Some relevant
works are (Carchonet al., 2000; 2001; Liuet al., 2001a;
2001b; 2001c; Ruanet al., 1999).
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