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Local constrained controllability problems for nonlinear finite-dimensional discrete 1-D and 2-D control systems with con-
stant coefficients are formulated and discussed. Using some mapping theorems taken from nonlinear functional analysis
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1. Introduction

At the end of the 1960s, the state-space theory of control
systems for both time-invariant and time-varying dynam-
ical systems was essentially worked out. The basic con-
cepts of controllability and observability and the weaker
notions of stabilizability and detectability play a funda-
mental role in the solutions of many important different
optimal control problems. The primary concern of the
present paper is the constrained controllability problem
for nonlinear, finite-dimensional, time-invariant discrete-
time 1-D and 2-D control systems defined in bounded do-
mains.

Controllability is one of the fundamental concepts in
modern mathematical control theory. Roughly speaking,
controllability means that it is possible to steer a dynam-
ical system from an arbitrary initial state to an arbitrary
final state using the set of admissible controls. In the liter-
ature there are many different definitions of controllability
which, strongly depend on the class of dynamical systems
considered (Klamka, 1991b; 1993; 1995).

Up to the present time, the problem of controllabil-
ity in continuous and discrete-time linear dynamical sys-
tems has been extensively investigated in many papers
(see, e.g., (Klamka, 1991b; 1993; 1995) for an extensive
list of publications). However, this is not generally true
for nonlinear dynamical systems, especially those with
constrained controls. Only several papers concern con-
strained controllability problems for continuous or dis-
crete nonlinear or linear dynamical systems.

Therefore, in the present paper local constrained con-
trollability problems for nonlinear finite-dimensional dis-
crete 1-D and 2-D systems with constant coefficients are
formulated and discussed. Using some mapping theorems

from nonlinear functional analysis (Graves, 1950; Robin-
son, 1986) and linear approximation methods, sufficient
conditions for constrained controllability in bounded do-
mains are derived and proved.

Different controllability problems for discrete-time
linear dynamical systems with several independent vari-
ables (2-D systems or generallyM -D systems) have
been extensively investigated in many papers (see, e.g.,
(Klamka, 1991b) for a list of publications on this topic).
However, it should be pointed out that this is not quite
true for nonlinear discrete dynamical 2-D orM -D sys-
tems, especially those with constrained values of controls.
Only several papers concern constrained controllability
problems for discrete 2-D orM -D nonlinear or linear dy-
namical systems (Klamka, 1988a; 1992; 1994; 1995). In
the paper (Klamka; 1988b) the relationships between lo-
cal and global controllability for linear 2-D systems with
control values in a given neighbourhood of zero are inves-
tigated. The paper (Klamka, 1992) contains results con-
cerning the local controllability of nonlinear 2-D systems
without differentiability assumptions. In (Klamka, 1992)
the global controllability of linear 2-D systems with con-
trols taking their values in a given cone is discussed. Fi-
nally, the paper (Klamka, 1995) concerns the local con-
trollability of nonlinear continuous-time dynamical sys-
tems.

Summarizing, in the present paper local constrained
controllability problems for nonlinear finite-dimensional
discrete 1-D and 2-D systems with constant coefficients
are formulated and discussed. Using some mapping the-
orems taken from the theory of nonlinear functional anal-
ysis (Graves, 1950; Robinson, 1986) and linear approx-
imation methods (Klamka, 1992; 1995), some sufficient
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conditions for local constrained controllability in bounded
domains are derived and proved.

The present paper extends in some sense the results
given in the papers (Klamka, 1991a; 1992; 1993; 1995) to
cover nonlinear discrete 1-D and 2-D systems with con-
strained controls.

2. Preliminaries

Let us consider a general nonlinear discrete 1-D system
with constant coefficients described by the following vec-
tor difference equation:

x(i + 1) = f
(
x(i), u(i)

)
, (1)

where i ∈ Z+, Z+ is the set of non-negative integers,
x(i) ∈ Rn is a state vector at the pointi, u(i) ∈ Rm is a
control vector at the pointi, andf : Rn ×Rm → Rn is a
given function.

Let U ⊂ Rm be a given arbitrary set. The sequence
of controls up = {u(i); 0 ≤ i < p, u(i) ∈ U} is
called an admissible sequence of controls. The set of all
such admissible sequences of controls forms the so-called
admissible set of controlsUp. In the sequel, we shall also
use the following notation:Ω0 ⊂ Rm is a neighbourhood
of zero, U c ⊂ Rm is a closed convex cone with vertex at
zero andU c0 = U c ∩ Ω0.

The initial condition for the nonlinear vector differ-
ence equation (1) is given by

x(0) = x0 ∈ Rn, (2)

where x0 is a known vector. For a given initial condi-
tion (2) and for an arbitrary admissible sequence of con-
trols, there exists a unique solution of the nonlinear differ-
ence equation (1), which may be computed by successive
iterations.

Instead of the nonlinear discrete system (1), we shall
also consider the associated linear discrete system with
constant coefficients described by the vector difference
equation

x(i + 1) = Ax(i) + Bu(i) (3)

defined fori ≥ 0, whereA andB aren×n- andn×m-
dimensional constant matrices, respectively.

For the linear discrete system (3) we can define the so-
called transition matrixAi. Using Ai, we can express the
solution x(i) of (3) for i > 0 in the following compact
form:

x(i) = Aix0 +
j=i−1∑
j=0

Ai−j−1Bu(j). (4)

For the zero initial conditionx(0) = x0 = 0, the
solution x(i) to (3) for i > 0 is given by

x(i) =
j=i−1∑
j=0

Ai−j−1Bu(j). (5)

Let us introduce the controllability matrixWp for
the linear discrete system (3) (Klamka, 1991b; 1993;
1995) defined as follows:

Wp =
[
Ap−1B,Ap−2B, . . . , AiB, . . . , AB, B

]
.

Moreover, let the coneV c
p ⊂ Rn denote the image of the

cone of admissible controlsU c
p under the linear mapping

Wp : Rpm → Rn and V c∗
p ⊂ Rn denote the so-called

polar cone defined as follows:

V c∗
p =

{
x∗ ∈ Rn : 〈x∗, x〉 ≤ 0 for all x ∈ V c

p

}
. (6)

For linear and nonlinear discrete systems it is pos-
sible to define many different concepts of controllability,
in much the same way as for linear discrete systems. In
the sequel, we shall concentrate on local and globalU -
controllabilities in a given interval[0, p].

Definition 1. The system (1) is said to beglobally U -
controllable in a given interval[0, p] if for the zero initial
condition x0 = 0, and every vectorx′ ∈ Rn, there ex-
ists an admissible sequence of controlsup = {u(i) ∈
U ; 0 ≤ i < p} such that the corresponding solution
of (1) satisfies the conditionx(p) = x′.

Definition 2. The system (1) is said to belocally U -
controllable in a given interval[0, p] if for the zero initial
condition x0 = 0 there exists a neighbourhood of zero
D ⊂ Rn such that for every pointx′ ∈ D there exists
an admissible sequence of controlsup = {u(i) ∈ U :
0 ≤ i < p} such that the corresponding solution of (1)
satisfies the conditionx(p) = x′.

Of course, the same definitions are valid for the linear
discrete system (3).

Now, we shall recall fundamental criteria for global
U c-controllability, global Rm-controllability and local
Ω0-controllability in a given interval[0, p] for the linear
discrete system (3).

Theorem 1. (Klamka, 1995). The linear discrete sys-
tem (3) is globallyU c-controllable in the interval[0, p]
if and only if the following two conditions hold:

rank Wp = n, (7)

V c∗
p = {0}. (8)

From Theorem 1 we obtain directly the necessary
and sufficient condition for the global controllability with
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unconstrained controls formulated in the following corol-
lary:

Corollary 1. (Klamka, 1993)The linear discrete sys-
tem (3) is globallyRm-controllable in the interval[0, p]
if and only if the condition (7) holds.

It is well known (Klamka, 1995) that for the setsU
containing zero as an interior point, the local constrained
controllability is equivalent to the global unconstrained
controllability.

Corollary 2. (Klamka, 1995)The linear discrete sys-
tem (3) is locally Ω0-controllable in the interval[0, p]
if and only if it is globallyRm-controllable in the interval
[0, p].

Corollary 2 directly follows from the well-known
fact that the range of a bounded linear operator covers the
whole space if and only if this operator transforms some
neighbourhood of zero onto some neighbourhood of zero
in the range space (Graves, 1950).

3. Main Results

In this section we shall formulate and prove sufficient con-
ditions of the localU -controllability in a given interval
[0, p] and different setsU for the nonlinear discrete sys-
tem (1).

It is generally assumed that
1. f(0, 0) = 0,

2. the function f(x, u) is continuously differentiable
with respect to all its arguments in some neighbour-
hood of zero in the product spaceRn × Rm.

Taking into account Assumption 2, let us introduce the
following notation for the partial derivatives off(x, u):

A = f ′x(0, 0), B = f ′u(0, 0),

whereA and B are n×n- and n×m-dimensional con-
stant matrices, respectively.

Therefore, using standard methods, it is possible to
construct a linear approximation of the nonlinear discrete
system (1). This linear approximation is valid in some
neighbourhood of the point zero in the product space
Rn×Rm, and is given by the linear difference equation (3)
with the matricesA, B defined above. The proofs of the
main results are based on some lemmas from functional
analysis concerning the so-called nonlinear covering op-
erators (Graves, 1950; Robinson, 1986). Now, for conve-
nience, we shall shortly state those results.

Lemma 1. (Robinson, 1986).Let F : Z → Y be a
nonlinear operator from a Banach spaceZ into a Ba-
nach spaceY and suppose thatF (0) = 0. Assume that

the Fréchet derivativedF (0) maps a closed convex cone
C ⊂ Z with vertex at zero onto the whole spaceY . Then
there exist neighbourhoodsM0 ⊂ Z around 0 ∈ Z and
N0 ⊂ Y around0 ∈ Y such that the equationy = F (z)
has at least one solutionz ∈ M0 ∩ C for eachy ∈ N0.

Let us observe that a direct consequence of Lemma 1
is the following result concerning nonlinear covering op-
erators:

Lemma 2. (Graves, 1950)Let F : Z → Y be a nonlinear
operator from a Banach spaceZ into a Banach spaceY
which has the Fréchet derivativedF (0) : Z → Y whose
image coincides with the whole spaceY . Then the image
of the operatorF will contain a neighbourhood of the
point F (0) ∈ Y .

Now, we are in a position to formulate and prove the
main result on the localU -controllability in the interval
[0, p] for the nonlinear discrete system (1).

Theorem 2. Suppose thatU c ⊂ Rm is a closed convex
cone with vertex at zero. Then the nonlinear discrete sys-
tem (1) is locallyU c0-controllable in the interval[0, p]
if its linear approximation near the origin given by the
difference equation (3) is globallyU c-controllable in the
same interval[0, p].

Proof. The proof of Theorem 2 is based on Lemma 1.
Let our nonlinear operatorF transform the space of ad-
missible control sequence{u(i) : 0 ≤ i ≤ p} into the
space of solutions at the pointp for the nonlinear dis-
crete system (1). More precisely, the nonlinear operator
F : Rm × Rm × · · · × Rm → Rn is defined as follows:

F
{
u(0, 0), u(1), u(2), . . . , u(i), . . . , u(p− 1)

}
= x(p), (9)

where x(p) is the solution at the pointp of the nonlin-
ear discrete system (1) corresponding to an admissible se-
quence of controlsup = {u(i) : 0 ≤ i < p} and for
the zero initial condition. The Fréchet derivative of the
nonlinear operatorF at zero, denoted bydF (0), is a
bounded linear operator defined by

dF (0)
{
u(0), u(1), u(2), . . . , u(i), . . . , u(p− 1)

}
= x(p),

where x(p) is the solution at the pointp of the linear
system (3) corresponding to an admissible sequence of
controls up = {u(i) : 0 ≤ i < p} for the zero initial
condition.

Since f(0, 0) = 0, for the zero initial condition
the nonlinear operatorF transforms zero into zero, i.e.
F (0) = 0. If the linear system (3) is globallyU c-
controllable in the interval[0, p], then the image of then
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Fréchet derivativedF (0) covers the whole spaceRn.
Therefore, by the result stated at the beginning of the
proof, the nonlinear operatorF covers some neighbour-
hood of zero in the spaceRn. Hence, by Definition 2, the
nonlinear discrete system (1) is locallyU c-controllable in
the interval[0, p].

Corollary 3. Under the assumptions of Theorem 2, the
nonlinear system (1) is locallyU c0-controllable in the in-
terval [0, p] if the relations (7) and (8) hold.

If the relations (7) and (8) hold, then by Theorem 1
the linear discrete system (1) is globallyU c-controllable
in the interval [0, p]. Therefore, by Theorem 2, the non-
linear system (1) is locallyU c0-controllable in the same
interval [0, p]. In the case when the setU contains zero
as an interior point, we have the following sufficient con-
dition for the local constrained controllability of the non-
linear discrete system (1):

Corollary 4. Let 0 ∈ int (U). Then the nonlinear discrete
system (1) is locallyU -controllable in the interval[0, p]
if its linear approximation near the origin, given by the
difference equation (3), is locallyU -controllable in the
same interval[0, p].

As a simple illustrative example, consider the non-
linear discrete system described by the following set of
nonlinear difference equations:

x1(i + 1) = x1(i) + x2
1(i) + 2x2(i)− u(i) + u2(i),

x2(i + 1) = x2
1(i)− x2(i) + x2

2(i) + u(i),
(10)

defined in the interval[0, 2]. Hence n = 2, m = 1
and p = 2. Let us additionally assume thatU c = {u ∈
R : u ≥ 0}, i.e. the admissible scalar controlsu(i), i =
0, 1, 2 are non-negative.

The linear approximation near the origin of the non-
linear discrete system (10) has the form (3) with the ma-
trices

A =

[
1 2
0 −1

]
, B =

[
−1
1

]
,

Therefore the2 × 2-dimensional controllability matrix
Wp = W2 for the linear approximation has the follow-
ing form:

W2 =

[
1 −1
−1 1

]
.

Hence rank W2 = 2 = n and the linear approximation
of the form (3) is globallyR-controllable in the interval
[0, 2]. Let us observe that the coneV c

2 ⊂ R2 has the

following form:

V c
2 =

{
x ∈ R2 : x = ABu(0) + Bu(1)

=

[
1
−1

]
u(0)

+

[
−1
1

]
u(1), u(0) ≥ 0, u(1) ≥ 0

}
.

ThereforeV c
2 = R2 and V c∗

2 = {0}. Hence, by Theo-
rem 1, the linear approximation of the form (3) is globally
U c-controllable in the interval[0, 2]. Since f(0, 0) = 0
and the nonlinear function f is continuously differentiable
near the origin, by Theorem 2 the nonlinear discrete sys-
tem (10) is locallyU c0-controllable in the interval[0, 2].

4. Nonlinear 2-D Systems

Consider the general nonlinear discrete 2-D system with
constant coefficients described by the following difference
equation:

x(i+1, j+1) = f
(
x(i, j), x(i+1, j), x(i, j+1), u(i, j)

)
,

(11)
where (i, j) ∈ Z+ ×Z+, x(i, j) ∈ Rn is the state vector
at the point(i, j), u(i, j) ∈ Rm is the control vector at
the point (i, j), and f : Rn ×Rn ×Rn ×Rm → Rn is a
given function.

Let U ⊂ Rm be a given arbitrary set. The sequence
of controlsu = {u(i, j); (0, 0) ≤ (i, j), u(i, j) ∈ U} is
called an admissible sequence of controls. The set of all
such admissible sequences of controls forms the so-called
admissible set of controls. In the sequel, we shall also use
the following notation:Ω0 ⊂ Rm is a neighbourhood of
zero, U c ⊂ Rm is a closed convex cone with vertex at
zero andU c0 = U c ∩ Ω0.

The boundary conditions for the nonlinear difference
equation (11) are given by

x(i, 0) = xi0 ∈ Rn, x(0, j) = x0j ∈ Rn, (12)

for (i, j) ∈ Z+ × Z+, where xi0 and x0j are known
vectors.

For the given boundary conditions (12) and for an
arbitrary admissible sequence of controls, there exists a
unique solution of the nonlinear difference equation (11),
which can be computed by successive iterations.

Instead of the nonlinear 2-D system (11), we shall
also consider the associated linear discrete 2-D system



Controllability of nonlinear discrete systems 177

with constant coefficients described by the following dif-
ference equation:

x(i + 1, j + 1) = A0x(i, j) + A1x(i + 1, j)

+A2x(i, j + 1) + Bu(i, j), (13)

defined for (i, j) ≥ (0, 0), where A0, A1, A2 are con-
stant n × n-dimensional matrices andB is an n × m-
dimensional constant matrix.

For the linear 2-D system (13) we can define the so-
called transition matrixAi,j as follows (Kaczorek, 1985;
1993):
1. A0,0 = I (the identityn× n-dimensional matrix),

2. Ai,j = 0 (the zero matrix) fori < 0 or/and j < 0,

3. Ai,j = A0A
i−1,j−1 + A1A

i,j−1 + A2A
i−1,j for

i, j = 0, 1, 2, . . . .

Using the transition matrixAi,j , we can express the solu-
tion x(i, j) of the linear 2-D system (13) in the following
compact form (Kaczorek, 1985; 1993):

x(i, j) = Ai−1,j−1
(
A0x(0, 0) + Bu(0, 0)

)
+

r=i∑
r=1

(
Ai−r,j−1A1x(r, 0)

+ Ai−r−1,j−1
(
A0x(r, 0) + Bu(r, 0)

)
+

s=j∑
s=1

(
Ai−1,j−sA2x(0, s)

+ Ai−1,j−s−1
(
A0x(0, s) + Bu(0, s)

)
+

r=i∑
r=1

(
s=j∑
s=1

Ai−r−1,j−s−1Bu(r, s)

)
. (14)

For the zero boundary conditions (i.e.,x(i, 0) =
x(0, j) = 0), the solutionx(i, j) to (1) is given by (Kac-
zorek, 1995):

x(i, j) =
r=j−1∑

r=0

(
s=i−1∑
s=0

Ai−r−1,j−s−1Bu(r, s)

)
= Wijuij , (15)

where

Wij =
[
Ai−1,j−1B

|
| A

i−2,j−1B
|
| · · ·

|
| A

0,j−1B
|
|

Ai−1,j−2B
|
| · · ·

|
| A

1,0B
|
| B
]

and

uij =
[
uT (0, 0)

|
| u

T (1, 0)
|
| · · ·

|
| u

T (i− 1, 0)
|
|

uT (0, 1)
|
| · · ·

|
| u

T (i− 2, j − 1)
|
|

uT (i− 1, j − 1)] ∈ Uij = U × U × · · · × U︸ ︷︷ ︸
(ij−1)-times

.

Moreover, let the coneV c
ij ⊂ Rn denote the image of the

cone U c
ij under the linear mappingWij : R(ij−1)m →

Rn, and let V c∗
ij ⊂ Rn denote the so-called polar cone

defined as follows:

V c∗
ij =

{
x∗ ∈ Rn : 〈x∗, x〉 ≤ 0 for all x ∈ V c

ij

}
. (16)

For linear and nonlinear discrete 2-D systems it is possi-
ble to define many different concepts of controllability, in
much the same way as for linear 2-D systems.

In the sequel, we shall concentrate on local
and global U -controllabilities in a given rectangle
[(0, 0), (p, q)] = {(i, j) : (0, 0) ≤ (i, j) ≤ (p, q)}.

Definition 3. System (1) is said to beglobally U -
controllable in a given rectangle[(0, 0), (p, q)] if for the
zero boundary conditionsxi0 = 0, i = 0, 1, 2, . . . , p,
x0j = 0, j = 0, 1, 2, . . . , q and every vectorx′ ∈ Rn

there exists an admissible sequence of controls{u(i, j) ∈
U ; (0, 0) ≤ (i, j) < (p, q)} such that the corresponding
solution of (1) satisfies the conditionx(p, q) = x′.

Definition 4. The system (1) is said to belocally U -
controllable in a given rectangle[(0, 0), (p, q)] if for the
zero boundary conditionsxi0 = 0, i = 0, 1, 2, . . . , p,
x0j = 0, j = 0, 1, 2, . . . , q there exists a neighbourhood
of zero D ⊂ Rn such that for every pointx′ ∈ D there
exists an admissible sequence of controls{u(i, j) ∈ U ;
(0, 0) ≤ (i, j) < (p, q)} such that the corresponding so-
lution of (1) satisfiesx(p, q) = x′.

Of course, the same definitions are valid for linear
discrete 2-D systems (13). For linear 2-D systems various
controllability conditions are well known in the literature
(see, e.g., Kaczorek, 1985; 1993; Klamka, 1991b).

Now, we shall recall fundamental criteria for global
U c-controllability, global Rm-controllability and local
Ω0-controllability in a given rectangle[(0, 0), (p, q)] for
the linear 2-D system (13).

Theorem 3. (Klamka, 1994)The linear system (13) is
globally U c-controllable in the rectangle[(0, 0), (p, q)]
if and only if the following two conditions hold:

rankWpq = n, (17)

V c∗
pq = {0}. (18)
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From Theorem 3 we obtain the necessary and suffi-
cient condition for the global controllability with uncon-
strained controls stated in the following corollary:

Corollary 5. (Klamka, 1991b)The linear 2-D sys-
tem (13) is globally Rm-controllable in the rectangle
[(0, 0), (p, q)] if and only if

rank Wpq = n. (19)

It is well known (Klamka, 1988b) that for setsU
containing zero as an interior point, local constrained con-
trollability is equivalent to global unconstrained controlla-
bility.

Corollary 6. (Klamka, 1988b)The linear system (13) is
locally Ω0-controllable in the rectangle[(0, 0), (p, q)] if
and only if it is globallyRm-controllable in the rectangle
[(0, 0), (p, q)].

Corollary 6 follows directly from the well-known
fact that the range of a bounded linear operator covers the
whole space if and only if this operator transforms some
neighbourhood of zero onto some neighbourhood of zero
in the range space (Graves, 1950).

5. Controllability Conditions for
2-D Nonlinear Systems

In this section we shall formulate and prove sufficient
conditions of localU -controllability in a given rectangle
[(0, 0), (p, q)] and different setsU for the nonlinear dis-
crete 2-D system (1).

It is generally assumed that
1. f(0, 0, 0, 0) = 0,

2. the function f(x, y, z, u) is continuously differen-
tiable with respect to all its arguments in some neigh-
bourhood of zero in the product spaceRn×Rn×Rn×
Rm.

Taking into account Assumption 2, let us intro-
duce the following notation for the partial derivatives of
f(x, y, z, u):

A0 = f ′x(0, 0, 0, 0), A1 = f ′y(0, 0, 0, 0),

A2 = f ′z(0, 0, 0, 0), B = f ′u(0, 0, 0, 0),
(20)

whereA0, A1, A2 are n× n-dimensional constant ma-
trices, andB is an n×m-dimensional constant matrix.

Therefore, using standard methods (Klamka, 1994),
it is possible to construct a linear approximation of the
nonlinear discrete 2-D system (1). This linear approxima-
tion is valid in some neighbourhood of zero in the product

spaceRn×Rn×Rn×Rm, and is given by the linear dif-
ference equation (3) with the matricesA0, A1, A2, B
defined above. The proofs of the main results are based on
some lemmas from functional analysis concerning the so-
called nonlinear covering operators (Graves, 1950; Robin-
son 1986).

Now, we are in a position to formulate and prove the
main result on the localU -controllability in the rectangle
[(0, 0), (p, q)] for the nonlinear discrete 2-D system (11).

Theorem 4. (Klamka, 1996). Suppose thatU c ⊂
Rm is a closed convex cone with vertex at zero. Then
the nonlinear discrete 2-D system (11) is locallyU c0-
controllable in the rectangle[(0, 0), (p, q)] if its linear
approximation near the origin given by the difference
equation (3) is globallyU c-controllable in the same rect-
angle [(0, 0), (p, q)].

Proof. The proof of the theorem is based on Lemma 1. Let
our nonlinear operatorF transform the space of admissi-
ble control sequences{u(i, j) : (0, 0) ≤ (i, j) ≤ (p, q)}
into the space of solutions at the point(p, q) for the non-
linear 2-D system (1). More precisely, the nonlinear op-
erator F : Rm × Rm × · · · × Rm → Rn is defined as
follows:

F
{
u(0, 0), u(0, 1), u(1, 0), u(1, 1), . . . , u(p, q − 1)

}
= x(p, q), (21)

where x(p, q) is the solution at the point(p, q) of the
nonlinear system (1) corresponding to an admissible con-
trol sequence{u(i, j) : (0, 0) ≤ (i, j) < (p, q)}. The
Fréchet derivative of the operatorF at zero, denoted by
dF (0), is a bounded linear operator defined by

dF (0)
{
u(0, 0), u(0, 1), u(1, 0), u(1, 1), . . . , u(p, q− 1)

}
= x(p, q), (22)

where x(p, q) is the solution at (p, q) of the linear
system (13) corresponding to an admissible controls se-
quence{u(i, j) : (0, 0) ≤ (i, j) < (p, q)}.

It should be stressed that the sequences of controls
in (21) and (22) contain exactlypq − 1 m-dimensional
control vectors localized in the rectangle[(0, 0), (p, q)].
However, it should be pointed out that the control vectors
u(p, j), j = 0, 1, 2, . . . , q and u(i, q), i = 0, 1, 2, . . . , p
do not influence the solutionx(p, q) (see the difference
equations (11) and (13)). Sincef(0, 0, 0, 0) = 0, for zero
boundary conditions the nonlinear operatorF transforms
zero into zero, i.e.F (0) = 0. If the linear system (13) is
globally U c-controllable in the rectangle[(0, 0), (p, q)],
then the image of the Fréchet derivativedF (0) covers
the whole spaceRn. Therefore, by the result stated at
the beginning of the proof, the nonlinear operatorF cov-
ers some neighbourhood of zero in the spaceRn. Hence,
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by Definition 2, the nonlinear system (11) is locallyU c-
controllable in the rectangle[(0, 0), (p, q)].

Corollary 7. Under the assumptions of Theorem 4 the
nonlinear discrete control system (11) is locallyU c0-
controllable in the given rectangle[(0, 0), (p, q)] if (17)
and (18) hold.

If the relations (17) and (18) hold, then by Theorem 1
the linear system (11) is globallyU c-controllable in the
rectangle [(0, 0), (p, q)]. Therefore, by Theorem 2, the
nonlinear system (11) is locallyU c0-controllable in the
same rectangle[(0, 0), (p, q)].

In the case whenU contains zero as an interior
point, we have the following sufficient condition for the
local constrained controllability of nonlinear 2-D systems:

Corollary 8. Let 0 ∈ int (U). Then the nonlinear
system (11) is locallyU -controllable in the rectangle
[(0, 0), (p, q)] if its linear approximation near the ori-
gin, given by the difference equation (13), is locallyU -
controllable in the same rectangle[(0, 0), (p, q)].

Consider the special case of nonlinear 2-D systems,
namely the system described by the nonlinear difference
equation

x(i + 1, j + 1) = A0

(
x(i, j)

)
x(i, j)

+ A1

(
x(i + 1, j)

)
x(i + 1, j)

+ A2

(
x(i, j + 1)

)
x(i, j + 1)

+ B
(
x(i, j)u(i, j)

)
, (23)

where A0(x(i, j)), A1(x(i + 1, j)), A2(x(i, j + 1)),
B(x(i, j)) are nonlinear differentiable matrices of suit-
able dimensions.

In this case, the associated linear discrete 2-D system
with constant coefficients is described by the following
difference equation:

x(i + 1, j + 1) = A′
0x(i, j) + A′

1x(i + 1, j)

+ A′
2x(i, j + 1) + B′u(i, j), (24)

where

A′
0 = A0(0), A′

1 = A1(0), A′
2 = A2(0), B′ = B(0).

Theorem 5. Suppose thatU c ⊂ Rm is a closed con-
vex cone with vertex at zero. Then the nonlinear discrete
2-D system (13) is locallyU c0-controllable in the rectan-
gle [(0, 0), (p, q)] if its linear approximation near the ori-
gin given by the difference equation (24) is globallyU c-
controllable in the same rectangle[(0, 0), (p, q)].

Proof. The left-hand side of the nonlinear equation (23)
satisfies all the assumptions stated for the nonlinear func-
tion f(x, y, z, w). Moreover, the discrete 2-D system (24)
is the corresponding linear approximation of the nonlinear
discrete 2-D system (23) near the origin. Therefore, by
Theorem 4, the result follows.

Consider the nonlinear 2-D system described by the
following set of two difference equations:

x1(i + 1, j + 1) = x1(i, j) + x2
1(i, j)− x2(i + 1, j)

+ u(i, j) + u2(i, j),

x2(i + 1, j + 1) = x2
1(i + 1, j)− x2(i, j + 1)

+ x2
2(i, j + 1) + u(i, j),

(25)

defined in the rectangle[(0, 0), (2, 2)]. Hence n = 2,
m = 1 and p = q = 2. Let us additionally assume
that U c = {u ∈ R : u ≥ 0}, i.e., the admissible scalar
controlsu(i, j) are non-negative.

Linear approximation of the nonlinear 2-D sys-
tem (25) near the origin has the form (13) with the fol-
lowing matrices:

A0 =

∣∣∣∣∣ 1 0
0 0

∣∣∣∣∣ , A1 =

∣∣∣∣∣ 0 −1
0 0

∣∣∣∣∣ ,
A2 =

∣∣∣∣∣ 0 0
0 −1

∣∣∣∣∣ , B =

∣∣∣∣∣ 1
1

∣∣∣∣∣ .
Therefore the2× 4-dimensional constant matrixWpq =
W22 has the following form:

W22 =
∣∣∣∣A1,1B

|
| A0,1B

|
| A1,0B

|
| B

∣∣∣∣
=
∣∣∣∣ (A0 + A1A2 + A2A1)B

|
| A1B

|
| A2B

|
| B

∣∣∣∣
=

∣∣∣∣∣∣2
|
| −1

|
| 0

|
| 1

0
|
| 0

|
| −1

|
| 1

∣∣∣∣∣∣ .
Hencerank W22 = 2 = n and the linear approximation
of the form (13) is globallyR-controllable in the rectangle
[(0, 0), (2, 2)]. Let us observe that the coneV c

22 ⊂ R2 has
the form

V22 =



x =

∣∣∣∣∣x1

x2

∣∣∣∣∣ ∈ R2 :

x =

∣∣∣∣∣20
∣∣∣∣∣u(0, 0) +

∣∣∣∣∣−1
0

∣∣∣∣∣u(1, 0)

+

∣∣∣∣∣ 0
−1

∣∣∣∣∣u(0, 1) +

∣∣∣∣∣11
∣∣∣∣∣u(1, 1)


.
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ThereforeV c
22 = R2 and V c∗

22 = {0}. Hence by Theo-
rem 1 the linear approximation of the form (13) is glob-
ally U c-controllable in the rectangle[(0, 0), (2, 2)]. Since
f(0, 0, 0, 0) = 0 and the functionf is continuously dif-
ferentiable near the origin, by Theorem 5 the nonlinear 2-
D system (25) is locallyU c0-controllable in the rectangle
[(0, 0), (2, 2)].

6. Conclusions

In the present paper local constrained controllability prob-
lems for nonlinear finite-dimensional discrete 1-D and 2-
D systems with constant coefficients have been formulated
and discussed. Using some mapping theorems from non-
linear functional analysis and linear approximation meth-
ods, various sufficient conditions for constrained control-
lability in bounded domains were derived and proved.

The paper extends the controllability conditions with
unconstrained controls given in the literature to cover non-
linear discrete 1-D and 2-D systems with constrained con-
trols. In the paper only one simple model of nonlinear
discrete systems was considered. The results presented in
Section 3 can be extended in many different directions.
For example, it is possible to formulate and prove suffi-
cient local controllability conditions for nonlinear discrete
time-varying 1-D systems (Klamka, 1991; 1993; 1995).
Moreover, similar controllability results can be derived for
very general nonlinear discrete systems with several inde-
pendent variables, the so-calledM -D systems (Klamka,
1991), and for inifinite-dimensional discrete systems de-
fined in Hilbert spaces (Klamka, 1995).

Moreover, in the present paper, the constrained con-
trollability problem was considered only for one simple
mathematical model of nonlinear 2-D systems. The re-
sults obtained can be extended in many different direc-
tions. For example, it is possible to formulate sufficient lo-
cal controllability conditions for other mathematical mod-
els of nonlinear discrete 2-D systems (Kaczorek, 1985;
1993; Klamka, 1991b), for nonlinear discrete 2-D sys-
tems with variable coefficients (Klamka, 1991b) and for
nonlinear discreteM -D systems. Moreover, similar con-
strained controllability results can be derived for very
generalM -D nonlinear discrete systems with variable
coefficients defined in infinite-dimensional linear spaces
(Klamka, 1988a).
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