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1. Introduction. Let as usual
o0

F(s):= S f(z)z* dx
0

with s = o 4 it denote the Mellin transform of f(z). Mellin transforms
play a fundamental role in Analytic Number Theory. They can be viewed,
by a change of variable, as special cases of Fourier transforms, and their
properties can be deduced from the general theory of Fourier transforms.
For an extensive account, we refer the reader to E. C. Titchmarsh [25]. One
of the basic properties of Mellin transforms is the inversion formula

1 1 . 1 ' o+iT .
§{f(:z—|—0)—|—f(33—0)}— S F(s)x™°ds = — lim S F(s)z™*%ds.

T o 27 T—oo  J.
(o) o—iT

This holds, for example, if f(x)x°~! € L(0,00), and f(z) is of bounded
variation on every finite z-interval. We remark that if G(s) denotes the
Mellin transform of g(z), then assuming f(z) and g(x) to be real-valued, we
formally have

(1.1) % S F(s)G(s)ds= \ g <21m g F(S)xa—it—1d8> da
(o) (o)

[ g(x)
0
T 1

x)x2e ! F(s)x™%ds | dx
j @ (55 § Fl9aas)
[ @)
0

2mi
(o)

g(x)2z*° ! dx.

S

The relation (1.1) is a form of Parseval’s formula for Mellin transforms, and
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it offers various possibilities for mean square bounds. A condition under
which (1.1) holds is that z° f(z) and x7g(x) belong to L?((0,00),dx/x).
A variant of (1.1) is (see [25, Theorem 73])

1

(1.2) 5

S F(w)G(s —w)dw = S f(2)g(x)z* de,
(c) 0

which holds if 2¢f(z) and 2~ ¢g(x) belong to L?((0, ), dz/x).
The main object of study in this work is the Mellin transform function
oo
(1.3) Zi(s) = g 1C(1/2 4 iz)|** 2~ da,
1
which is a regular function of s for any given & > 0 and o > oo(k) (> 1).
However from the viewpoint of possible applications it is expedient to assume
that k& € N. Note that the lower bound of integration in (1.3) is not zero, as
is customary in the definitions of Mellin transforms. The choice of unity as
the lower bound of integration dispenses with convergence problems at that
point, while the appearance of the factor 2=* instead of the customary z*~!
is technically more convenient. Also it may be compared with the discrete
representation

(1.4) ¢*F(s) =) da(n)n™* (0> 1),

where d,,,(n) is the number of ways n may be written as a product of m
factors; d(n) = da(n) is the number of divisors of n. Since we have (see [4,
Chapter 8])

T
(1.5) S 1C(1/2 4 it)[?F dt < T2/ 10gB T (2 <k <6),
0

it follows that the integral defining Z(s) is absolutely convergent for o > 1
if 0 <k <2andfor o > (k+2)/4if 2 <k <6. In fact, the bound (1.5) is
the sharpest one known, and it is a fundamental problem of zeta-function
theory to improve it, in particular to prove for the sixth and the eighth
moment the hypothetical estimates

T T
(1.6) S 1C(1/2 4 it)|® dt < T, S 1C(1/2 +it)|® dt < T e,
0 0

where € denotes arbitrarily small constants, not necessarily the same at
each occurrence. We note that the first author in [7] showed that the sixth
moment (the first bound in (1.6)) follows if a certain conjecture involving
the sum Y __ds(n)ds(n+ h) holds, where h is not fixed. In what concerns

n<z
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the eighth moment, N. V. Kuznetsov [16] had an approach based on the use
of spectral theory, but his argument for a proof of

T
S IC(1/2+t)Bdt < Tlog®T  (C > 0)
0

had several gaps (see the review in Zbl.745.11040).

Perhaps more promising in the context of the eighth moment is the
possibility to use (1.1), as mentioned by the third author [24, p. 216], where
also the possibility of the use of the Parseval formula for the Hermite—Fourier
expansion is discussed. This approach will lead to an exact identity for a
weighted form of the eighth moment in terms of well defined objects from
spectral theory.

One may use (1.2) to derive a recurrent relation for Zi(s), namely

(L7)  Zu(s) = 2% [ B (@)Z (0~ 0t 9)dw  (r=1....k-1),
G

which is valid for ¢ > ¢ > 0 and 0 = Re s > o1 (k) (> 1). To see this, we take
flx) =[¢(1/2 + iz~ )| 2re=t g(z) = [C(1/2 +iz )Pzt if0< o < 1
and f(x) = g(z) = 0if x > 1. Then F(s) = Zx_.(s), G(s) = Z,(s), and
(1.7) follows from (1.2) (with s replaced by s+ 1). Note that the hypotheses
under which (1.2) hold can be used, in conjunction with the known results
on power moments of [((1/2+it)|, to determine ¢ and o for which (1.7) will
hold. For example, using (1.5) with £ = 2 and k = 4, in this manner we
shall obtain

(1.8) zg(s):% | 2120w+ s)dw (o> 5/4),

T
(1+e)
and
1
(1.9)  Z4(s) = — S Zy(w)Zo(1 —w 4+ s)dw (o > 3/2).
m (5/4+¢)

In what concerns power moments of |((1/2 + it)| one expects, for any
fixed k € N,

T
(1.10) S 1C(1/2 + it)[** dt = TPy (logT) + Ex(T)

0
to hold, where it is generally assumed that Pjz2(y) is a polynomial in y of
degree k? (the integral in (1.10) is > Tlogk2 T; see e.g., [4, Chapter 9]).
The function Ej(7) is to be considered as the error term in (1.10), namely

(1.11) Ex(T) = o(T) (T — o).
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So far (1.10) and (1.11) are known to hold only for k¥ = 1 and k = 2 (see
[5] and [23] for a comprehensive account). Therefore in view of the existing
knowledge on higher moments of |{(1/2 4+ it)|, embodied in (1.4), at present
the really important cases of (1.3) are k =1 and k = 2.

In Section 3 we shall study the function Z;(s) and obtain its meromor-
phic continuation to the half-plane ¢ > —3/4. This will be achieved by
the use of Atkinson’s formula (or its integrated version) for the function
E(T) = E(T) in (1.10). The function Z(s), which does not seem to have
been studied yet in the literature, is regular for o > —3/4, except for a pole
at s = 1 of order two. In this region it is also of polynomial growth in |s|,
which will be convenient to have in any applications. In general, namely, if
f(z) is a smooth function of fast decay whose Mellin transform is F'(s), then
by the Mellin inversion formula

(1.12) O§f@/T);g(1/2+z'x)|2’<dx
1
T T\’
=\—\Fs) (=) ds|c(1/2+iz)]** dx
§ 2mi (§) <m)
1

=5 S F(s)T*Z(s)ds
(c)

for suitable ¢ (> 1). If sufficient information on Zj(s) is available, then
shifting the line of integration in (1.12), using the residue theorem etc. we
can expect to acquire interesting information on the first integral in (1.12).

The use of (1.12) is especially interesting in the case k = 2. The function
2Z5(s) was introduced and studied by the third author [22], [24, Chapter 5].
He has shown that Z5(s) has meromorphic continuation over C. In the half-
plane Re s > 0 it has the following singularities: the pole s = 1 of order five,
simple poles at s = 1/2+ik; (k; = y/A; — 1/4) and poles at s = p/2, where
o0 denotes complex zeros of ((s). The residue of Z5(s) at s = 1/2+1ik), equals

T i, T4 — ik 2\
Rlmn) =4/ <2 F(1/4+mh/2)>
x I'(2ikyp,) cosh(mrkp,) E ajH;’(l/Q),

Hj =Khp

and the residue at s = 1/2 — iy, equals R(kp). Here as usual {\; = &7 +
1/4} U {0} is the discrete spectrum of the non-Euclidean Laplacian acting
on SL(2, Z)-automorphic forms and «; = |g;(1)[*(coshrr;) ™!, where g;(1)
is the first Fourier coefficient of the Maass wave form corresponding to the
eigenvalue \; to which the Hecke L-function H;(s) is attached (see [24,
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Chapters 1-3] for a comprehensive account of spectral theory and the Hecke
L-functions). This shows that the analytic behaviours of Z;(s) and Z5(s)
are quite different. One can use (1.8) and (1.9) to investigate the analytic
behaviour of the more complicated functions Z5(s), Z4(s), and (1.7) for
general Z(s).

The function Z5(s) was already used to furnish several strong results on
E5(T) (see (1.10)), the error term in the asymptotic formula for the fourth
moment of |((1/2 + it)|. The third author ([22] and [24, Chapter 5]) used
it to show that Ey(T) = 2. (T"/?), which sharpens the earlier result of [9]
that Ey(T) = 2(T'/?) (see also [5] and [11]). The first and third authors
have shown (see [5], [10], [11]), by using spectral theory,

Ey(T) < T?log™ T,

(1.13) . .
S E2(t)dt < T?1og™? T, S Ey(t)dt < T3/?
0 0

with effective constants Cy, Cy > 0. In [6] and [8] the first author has applied
(1.12) with £ = 2 to obtain the following results: There exist constants
A, B > 0 such that for 7" > T > 0 every interval [T, AT| contains points
t1 ; tQ, t3, t4 such that

Ex(t1) > Bt\/?,  Eu(ty) < —BtY/?,

(1.14) " "
| B2ty de > B3, | Ea(yde < o
0 0
Moreover, we have
T
S E2(t)dt > T2,
0

which complements the upper bound in (1.13). For other relevant recent
work on the fourth moment of |((1/2 4 it)|, all of which is based on the use
of powerful methods from spectral theory, the reader is referred to [13], [14],
[18]-[20] and [22]. For the proof of (1.12) it was necessary to have an order
result for Z5(s) in o > € — 1/2 for any given € > 0, and the following weak
result (see [8]) was sufficient: For any given 1 > 0 we have Z5(s) < e"ltm sl
provided that s stays away from the e-neighbourhoods of poles of Z(s).
However, for other possible applications it seems desirable to have a stronger
result on the growth of Z5(s). Namely the bound Z5(s) < ™3| should
be replaced by a bound which gives polynomial growth in |Ims|, that is
Z5(s) < |Im s]9(?) with a suitable constant C(c) > 0, again provided that
s stays away from the e-neighbourhoods of poles of Z5(s). This order result,
whose proof is long and difficult, is the central theme of this paper and it is
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given as Theorem 3 in Section 4. In Section 5 we shall obtain pointwise and
mean-square bounds for Z5(s) in the region 1/2 < o < 1 that are better
than those which follow from Theorem 3.

2. A bound for the eighth moment. At the beginning we mentioned
the possibility of using (1.1) for mean square estimates. Having in mind that
we now possess quite a lot of information on Z5(s) and very little on Zj(s)
when k > 2, it is natural to ask whether we could put our knowledge on Z5(s)
to advantage and treat higher power moments of |((1/2 + it)| with it. This
is certainly possible, especially the eighth moment seems the natural one to
attack by trying to connect it with Z5(s), and thus indirectly with bounds
from spectral theory. On the other hand, the technical difficulties involved
in executing this program appear to be overwhelming, and the bounds that
we have managed to obtain are rather complicated and do not seem to give
any improvement yet of (1.5) when k = 4. But the approach is, in principle,
of interest, and we propose to give here a result which connects the eighth
moment of [((1/2 + it)| with the mean square of the Mellin transform of
E2 (ﬂ?) Let

oo

(2.1) G(s) = S o(x)By(x)x* P dx (s =0 +it),

where ¢ € C*°(0,00) is a test function such that ¢(z) > 0, ¢(z) = 1 for
T <x<2T,¢p(x)=0forx <T/20rx>5T/2(T>T,>0), p(x)is
increasing in [1'/2,T] and decreasing in [2T,57'/2]. Then we have

THEOREM 1. There is a constant C' > 0 such that

(2.2) SwQ(m):EQIC(l/Hiw)Igdm
0
1 T1+5
= S t21G(1/2 +it)|*> dt + O(T®log® T).
T1/2

COROLLARY 1. There is a constant C > 0 such that

2T Tite
(2.3) S 1C(1/2 +it) B dt <. T2 S t2|G(1/2 + it)|> dt + T'log® T.
T T1/2

Before giving a proof of Theorem 1 we shall show how to connect Z5(s)
and G(s), so that (2.3) can be used as a starting point to estimate the eighth
moment of [((1/2 + it)| by a mean square bound which can be reduced to
bounds from spectral theory. From (1.10) with k = 2 and Q4 = Py + P; we
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have, for Rew > 1,

T

a:_wd<S|C(1/2 +it)|4dt)

0

(2.4) 2, (w) =

= "Q4(logz) dx + S x~ " dEsy(x)
1

e 8 e 8

5 00
= ch(w -7 w S Ey(x)z~ "t du,
j=0 1

say. The constants ¢; may be explicitly evaluated, and Z?Zl cj(w—1)77
represents in fact the principal part of the Laurent expansion of Z5(w) at
w = 1. The last integral in (2.4) is, in view of the mean square bound in
(1.13), a regular function of w for Rew > 1/2. Thus (2.4) yields analytic
continuation of Z;(w) to the half-plane Rew > 1/2, but it is the region
Rew < 1/2 which is of course more difficult and more interesting. Now
let o(t) = @r(t) = &(t/T), where ®(x) is a smooth function supported in
[1/2,5/2] such that &(z) =1 for 1 < x < 2, §(x) is increasing in [1/2,1]
and decreasing in [2,5/2]. Let further
H(w) = Hyop(w) :=T" S O(x)z v dx

0
be the Mellin transform of (Tz)*~'®(z) for a given T (>> 1) and s € C
(it is the imaginary part of s that is relevant in subsequent considerations,
while actually the value of 0 = Re s does not matter). Then by the Mellin
inversion formula we have, for any d € R,

(2.5) (Tz)* ' ®(z) = QLM S H(z)z™* dz.
(d)

To obtain a suitable representation of G(s) in terms of Z5(s) we consider

the integral

1 dw
2. I:=— \ Zy(w)7T"H! 1)— 1).
(2.6) 2m§)2w> Hw+1)<=  (a>1)

We obtain from (2.4)—(2.6) and absolute convergence, for a > 1,
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dw

w

ej(w—1)" )T“’“H(w ke

+ ?Eg(x)xs_1¢<;> d

1

1 5 . dw
= omi S (an‘(w - 1)_]>T“’+1’H(w +1)— +G(s).

21 £
(a) =0

Il

[N}

S| =

o~

Sy

/
<.
e
o

Therefore for a > 1 we may write

5
1 dw
—_ _ w—+s

27 Gs) = S)( ]z:;cj w—1)~ )T Us,w) 2,
where

0 5/2
(2.8) U(S,w) = S @(x)xs+w—1 dr — S @(x)xs—i-w—l dz.

0 1/2

This is an entire function of s and w, and to truncate integrals containing
U(s,w) we may use the bound, valid for any fixed A > 0 and bounded
Proof of Theorem 1. Let

Re(s 4+ w),
1
s+ wl|A )

(2.10) F(s) = Xgp(m)|§(1/2+ix)\4$5_ldx
0
5T/2
= S p(2)]¢(1/2 + ix)| 'z da
T/2

A A

w
| —

(2.9) U(s,w) < min <1,

be the Mellin transform of o(x)|¢(1/2 + iz)|*. The function F(s) is entire
and of rapid decay in any fixed vertical strip and (1.1) gives

oo [ee]

(2.11) g ©2(2)[¢C(1/2 + iz)|Bx? "t dx = g |F(o +it)|? dt.
0
(

3| -

0

To truncate the integral on the right-hand side of (2.11), let as usual

Z(t) = x"A (/2 +i)¢(1/2+it),  ((s) = x(s)¢(L — 9),
so that Z(t) is real-valued and |Z(t)| = |((1/2 + it)|. Performing v integra-
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tions by parts we obtain, for v € N,

(—1) 5T/2
s) = — 2t o(2) 24 (2)) ™) da.
)= i rv ), ez

By Leibniz’s rule for the vth derivative of a product we have

v

p0) 2" =3 (] )@@ 22

=0
v v—I
<y Y Ty (2P (@) (23 () ),
=0 m=0

since p () <; T~! (1 =0,1,...). We insert the above bound in (2.11), use
the Cauchy-Schwarz inequality and the fact that (Z2(x))™ is bounded in
mean square by a suitable log-power. This follows by Holder’s inequality for
integrals, the fact that (see [15, Chapter 3])

728 (1) = 0, <t_1/4 <; logt> k+1) oy Z n—1/2 <log t/1527r)>k

n<4/t/(2m)
t/2n) t w wk
tlog +——> — — — — 4+ —
><cos< og - 5 8+ 2),

and the mean value theorem for Dirichlet polynomials. Another way to see
this is to use Leibniz’s formula for the derivative of a product, the expression
for x(s) and properties of the gamma-function.

We thus obtain

(212)  F(s) <, t7VTlog™ T (s=0+it, t >ty >0, 0> 0).

The bound (2.12) shows, on taking v = v(e) sufficiently large, that (2.11)
becomes

00 Tite
(213) | *(@)IC(1/2 + )P do = % [ |F(o+it)P dt +0.(1).
0 0
We can also write (Q4 = Py + Py)
5T/2 x
(214 Fs)= | el@)z d(g 1C(1/2 + it)|* dt>
T/2 0
5T/2

= S ¢(2)2° 1 (Qa(log z) dz + dEy(x))
T2
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5T/2
= S o(x)z* ' Qy(log x) da
T/2
5T/2
— | B @t + (s~ Dpla)a™?) do
T/2
5T/2
= — X i(tpg)Qﬁl(logaz) +<p'(x)Q4(logx)>d:c
T/2
5T)/2
- S Ey ()¢ (x)z* tdx + (1 — 5)G(s — 1),
T/2
where G(s) is defined by (2.1). Trivial estimation gives
(2.15) F(s) < T log*T  (|t| < to),

where t( is a (large) positive constant. Note that for [¢| > to we have (using
Ey(T) < T?/310g® T and the bound for the fourth moment)

5T/2 5T/2
By ()¢ (x)a*~ do = — S %(@”(w)Ez(:v)+s0’(:r)Eé(w))drv
T/2 T/2
T log* T
lt]

If we integrate once more by parts the above integral we find that it is
< Tt 210g° T,
noting that
EY(x) = —x ' (Pj(logx) + P{(logz)) + 4Z°(x) Z' (z),

using Holder’s inequality, and then trivial estimation. The same bound holds
for the first integral in the last expression in (2.14). Therefore, for ¢t > ¢y > 0,
(2.14) gives

F(s)=(L—=s)G(s —1)+ R(s, T),
R(s,T) < min(T°t log* T, T 1t =2 10g” T).
From (2.13) and (2.15) we infer

oo

(2.17) S ©%(2)|¢(1/2 + iz) B2~ da
0

(2.16)

T1+5

1
== S |F(o +it)|? dt + O(T?" 1og® T).

T
to
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Inserting (2.16) in (2.17) we obtain

o0

S ‘PQ(CE)K(I/Q + m),szg_l g
0
1 Tl+e
7 | 10 -96(s -1 at
to
Tlte
+O(T? 10g® T) + O< S t|{R(o + it, T)G(o — 1 + it)| dt),
to

which with o = 3/2 becomes (splitting the last integral above at ¢t = T and
using the appropriate bound for R(s,T') in each range)

| P @lc/2+ia)Pa” da
0
1T1+5 Tlte
_ 2 <1\ (2 SN2
= é 121G(1/2 + it)| dt+0< tgo G(1/2 + it)| dt)
+O(T3log8T)+O(T210g5T( | \Q(l/2+it)|2dt>1/2).
to

If we use (1.1) with F(s) = G(s) = G(s), then similarly to (2.13) we obtain

0o Tite
(2.18) | (@) B3 ()2 do = % [ 1660 +in)dt +O-(0).
0 0

But from (2.18) with o = 1/2 and the mean-square bound

T
(2.19) S E2(t)dt < T?1og® T
0
we obtain
1 Tite 00
(2200~ | 1672 +it)?dt = | o*(2)E5(x) dx + O.(1)
0 0
5T /2
< S E2(x) de < T?log® T.
T/2

Hence using (2.20) we have
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| #*(@)I¢(1/2 + i) [*a® da

T1+5
1
= g t21G(1/2 +it)|* dt + O(T1og® T)
to
1T1+5 ’Tl/2
=— | t2lg(1/2+it)\2dt+0< | t2]g(1/2+it)\2dt>+O(T310gCT)
7rTl/2 to
1T1+E T1+s
=— S t2lg(1/2+it)|2dt+O<T S \9(1/2+it)|2dt>+O(T3logCT)
71-T1/2 0
1T1+6
= g t21G(1/2 4 it)|? dt + O(T3 10g® T),
T1/2

as asserted (C' = 22 will do, since with the value C' = 22 the bound (2.19)
holds in view of [24, (5.2.21)]). This completes the proof of Theorem 1.

It would be very interesting if in (2.2) and (2.3) the upper limit of inte-
gration T'*¢ in the integral on the right-hand side could be replaced by a
smaller one (with an error which is < T1%¢). Suppose that instead of (2.3)
we had

2T Twte
(2.21) S|C(1/2+it)|8dt<<a T2 S t2|G(1/2 4 it)|? dt + T+
T T1/2

for some w satisfying 1/2 < w < 1. Then from (2.20) it would follow that

2T
(2.22) S 1C(1/2 4 it)|® dt <. T?*e,
T

so that with w = 3/4 we would recover from (2.22) the sharpest known
bound (up to a log-factor) for the eighth moment. For a bound that com-
plements (2.22), see (5.9).

3. The function Z(s). In this section we shall discuss the analytic
behaviour of the function Z;(s) (see (1.3)), obtain its analytic continuation
to the half-plane o > —3/4, and derive pointwise and mean square bounds
in suitable strips. A natural tool to be used in connection with mean square
problems involving ((s) is the well-known formula of F. V. Atkinson [1] for
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the function Eq(T) = E(T) in (1.10) (see also [4] and [5]). We have
A T

(3.1) S|§(1/2+it)|2dt:T10g (27r> + 2y - 1)T+ E(T),
0

where v = 0.577215 . .. is Euler’s constant, and we also have the mean square
formula

T

(3.2) g E2(t)dt ~ CT?? (C >0, T — ).
0

Hence from (3.1) and (3.2) it follows that

)
S log z + 2y — log(27))z™° dz + S E'(z)x™° dx
i i

1 2~ — log(2m) <

= CEE + p— —E(1)+s § E(z)x* ! dx,

where the last integral converges absolutely for o > 1/4. Thus we have

G 11)2 + 2 —Slogl(27r) —E(1)+s S E(z)z™* tdx

1

(33)  Zi(s) =

(0 >1/4).

Further analytic continuation (and polynomial growth in |s|) may be ob-
tained by integration by parts of the integral in (3.3). To this end let

(3.4) G(T) = :§E(t) dt — 7T, G4( 7§G

Now we invoke a result of Hafner—Ivi¢ [3] (see also [5]) which says that
(3.5) G(T) = Si(T; N) — So(T; N) + O(T'/*)
with

Si(T;N) =273 " (=1)"d(n)n~"/?

n<N

-2 —1/4
X (arsinh \/ ;?) <23r1n + i) sin(f(T,n)),

-2
> d(n)n1/2<log ;ﬂ) sin(g(T',n)),

n<N’

f(T,n) = 2T arsinh \/; + /21T + 72n2 — %7
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T
g(T,n) =Tlog | — —T+E, arsinhx = log(z + V22 + 1),
2mn 4

T N N2 NT
AT < N < A'T (0 < A < A’ constants), N' =_—+— —/— + :

2r 2 4 27
We use Taylor’s formula (see [5, Lemma 3.2] and [3]) to simplify (3.5). Then
we obtain

G(T) =27 Ag=3/43/4 ié(—lybd(n)n*w4 sin(vV8rnT — m/4)

n=1

+O0(T??1ogT),

so that
G(T) = O(T3%),  G(T) = QL(T%*).

We use (3.5) with T =t, N =T,T <t < 2T and apply the first derivative
test ([4, Lemma 2.1]) to deduce that

2T
S G(t)dt < T4
T
Hence
T
(3.6) G (T) = S G(t)dt < T/,
1

We have (for o > 1/4)
S BE(x)z™tdr = (s +1)
1

B(u)du -z % ?dx

= ey

=(s+ 1) \(mrz "+ Gx)z™* %) da

D—‘t/ﬁg H{/ﬁg

=(14+sHr+(s+1) OSOG'(a:)J:_S_2 dx

=(1+sHr+(s+1)(s+2) S Gi(z)r 53 da.
1
In view of (3.6) the last integral above is absolutely convergent for o > —3/4.
Therefore we obtain

37 Zi(s) = 1 N 2y — log(2m)

(s —1)2 s—1

—E(1)+m(s+1)

+s(s+1)(s+2) S Gi(x)z™*3dx (0 > —3/4)
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as the analytic continuation of Z;(s) to the half-plane o > —3/4. Presum-
ably further integrations by parts would yield meromorphic continuation of
Z4(s) to C. To achieve this one would have to know the asymptotic behaviour

of G, (T) := S? Gn—1(t)dt (n > 1), which already for n = 2 entails consid-
erable technical complications. Thus we shall content ourselves with (3.7).
Another (but not unrelated) approach to the analytic continuation of

Z1(s) is to use Theorem 4.1 of [24]. This general result, with the choice
g(x) = §(a* +D*) /2 (D >0),
where s is a sufficiently large positive number and the parameter D is also

taken sufficiently large, gives an explicit formula for the function
o

g (22 + D?)~%/2¢(1/2 + iz)|? dx

— o0

2
closely resembling Z;(s). By analytic continuation, this formula can be ex-
tended to complex values of s, and then it yields meromorphic continuation
(and polynomial growth in |s|) of Z;(s) to C; the function Z(s) has a dou-
ble pole at s = 1 and other poles at s = —n, n € N. This approach may be
compared to the way one obtained meromorphic continuation of Z5(s) to C
in [24, Section 5.3]. Without going into details of this argument, we briefly
compare it with that based on formulae of the Atkinson type.

As an indication of the similarity between these two approaches, the
alternative one leads to exponential integrals analogous to those occurring in
the proof of Atkinson’s formula, and these can be approximately evaluated
by the saddle point method. However, by quoting Atkinson’s formula (or
its integrated version) as a known result, we shall avoid such calculations,
and consequently the argument becomes more straightforward. It is a price
to be paid for this simplification that the existence of error terms limits
the analytic continuation to a half-plane only, instead of the whole plane.
On the other hand, the alternative, more “uncompromised”, argument is
perfectly explicit with no error terms, and therefore it seems to be of wider
scope, though admittedly it is technically somewhat more involved. To avoid
complications, we prefer to proceed with our analysis of the function Z(s)
choosing its representation (3.3) as the starting point in the proof of the
following theorem.

THEOREM 2. If G1(T) is defined by (3.4), then Z1(s) is reqular for o >
—3/4, except for a pole of order two at s =1, and

B 1 2 — log(2m)
Z(s) = (571)2—'_ 1 —E(1)+m(s+1)

+s(s+1)(s+2) OSO Gi(z)z™*3dx (0> —3/4).
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Moreover, for 0 <o <1,t >ty >0, and T > 1, we have

(3.8) Zi(o +it) <t 77T,
and
T 3—4o+e
T (0<o<1/2),
3.9 Zy(o+it)]2 dt <
(3.9) j12:(0+0) E{T”m e

Proof. The first assertion was already stated in (3.7), so it remains to
prove the pointwise and mean square estimates. We shall show that for the

term
o

Y(s):=s S E(z)z™* tdx
1
in (3.3) we have

(3.10) Y(o4it) <. TV (t=<T)

and
2T

(3.11) S Y (o +it)|?dt <. T34 (0< 0 <1/2),
T

from which (3.8) and the first bound in (3.9) follow. Although (3.3) is valid
for o > 1/4, the arguments that follow will show that the range ¢ > 0 may
be treated. Actually, by convexity arguments, we may suppose that o > o
for some small positive constant o, for Y(s) is known to be holomorphic
and of polynomial growth even until the line 0 = —1/2, say.

We split up the integral in the definition of Y'(s) in subintegrals over
[X,2X], so that Y (s) will be the sum of the entire functions

2X
(3.12) Yx(s):=s S E(x)z™ " da.
b'e
Consider separately three cases: X < T, T < X < T? and X > 7% In
the first case, the assertions (3.10) and (3.11) for Yx(s) in place of Y(s)
are verified as follows. We apply integration by parts in (3.12), use the
bound E(z) < z/3 (see [4, Chapter 15]) and estimate the mean square by
Parseval’s formula (1.1). Namely we use (1.1) with 1 — ¢ in place of o and
set
C N2
(@) = g(z) = { IC(1/2 +ix)]?, X < :c.g 2X,
0, otherwise.

Then F(s) = G(s) = Six |€(1/2 + ix)|?x*~! dx, and we obtain
1 oo 2X
— g |F(1—o —it)]?dt = g 1C(1/2 + iz)|*2' 27 dx,

—00 X
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which gives
2T 2X 9 2X

(3.13) S \ g |C(1/2+ix)]2x_sdx‘ dt < g 1C(1/2 + iz)|*2' 27 dx
T X X

< X272 og* X « T? 2 10g* T

In the case X > T we invoke Atkinson’s formula for F(T'), which in the
notation of [4, Theorem 15.1] reads as follows:

E(z) = X1(z) + Za(z) + O(log® X) (X <z < 2X),

and we choose N = ¢X with 0 < ¢ < 1 a small constant. Here the term
Yo (x) is of logarithmic order in a mean square sense (cf. [4, (15.61)]), so its
contribution together with that of the error term can be treated easily as
above.

The contribution of X (z) to Yx(s) is (all notation is as in [4, Theorem
15.1]) a constant multiple of

2X
s Z (=1)"d(n)n=3/* X 2734 %(z,n)e @) dy,
n<cX X
where
—1/4
2
e(r,n) = (1 > <\/xarsmh” > —1+O< )

f(z,n) £+ tlogx,

and f(z,n) is as in (3.5). We may consider only F' := F_, since Fy will have
no saddle points, and its contribution is easily handled by the first derivative
test (cf. [4, Lemma 2.1]). Note that

o[ 7)o B

for X > t? and sufficiently small c¢. Hence by the first derivative test the
contribution of such X is

<T Z d(n)n_3/4X_3/4_"n_1/2X1/2 < TX V40,
n<cX

Thus the series over the “dyadic” values X > T2 converges, giving a con-
tribution < T/272% to Y (s), and the contribution to the mean square is
< T2_40.

Finally let T < X < T?. If n > ¢, T? /X with ¢; sufficiently large, then
again F’(x) > /n/X, and the preceding estimations apply to show that
the corresponding sum over n is < TV/2X 7 <« T1/2-9 which suffices for
our purposes. The first derivative test applies even if n < c,T?/X with ¢, a
sufficiently small positive constant; in this case we have |F'(z)| > T/X.
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The critical range for n is n < T2 /X, when a saddle point for the integral
in Yx (s) may occur, and this saddle point will be of the order t2/n. And if
there is a point xy € [X,2X] such that F’(z() vanishes or at least attains a
value which is small in comparison with 7'/ X, then |F”(x)| < T/X? near x,
and elsewhere in the interval [X,2X] we have |F’'(z)| < T/X. To see this,
note that n/X is small, so the logarithmic term in the above formula for
F'(x) behaves in the first approximation like the function (27n/z)'/2. Thus,
if the first derivative test applies, the argument is as above, and otherwise
for n < T?/X we use the second derivative test (cf. (2.5) of [4, Lemma 2.2])
to obtain a contribution to Yx (s) which is

<T Z (T/XQ)—1/2d(n)n—3/4X—3/4—a < TX 7%t « T1—0'+67
nxT?/X
and this completes the proof of (3.10).
For a proof of (3.11), we still have to estimate the integral

2T 2X _ 9
(3.14) T | ( | Si@e V) at,
T X

where X () stands for the critical part of X (z). Arguing as in the proof
of the mean square estimate (3.2) (cf. [4, Section 15.4]), we have

2X
[ 151 (@) de < X7(X + X212/ X)7H2) < X3
X

Hence, again by use of Parseval’s formula, we see that the expression (3.13) is
< T1+5X1—20' < T3—40+5
Y

as required for finishing the proof of (3.11).

To prove the second mean square bound in (3.9) we start from the rep-
resentation

X
(3.15) Zi(s) = §|g(1/2+m)y2x*8dx
1
X'/ 1
—— +log X + 2v — log(2
+8_1<3_1+ og X + 2y — log( W))
—EBE(X)X ®+s S E(x)x™* ' da.
X

This is valid for X > 1, 0 > 1/4, and follows analogously to the proof of
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(3.3). Thus for 1/2 < ¢ < 1 we obtain from (3.15), using (3.2) and Parseval’s
formula, similarly to (3.13),

2T 2T X 9
[ 1Z2)Pat < | H|§(1/2+ix)]2x_sdx’ dt + T X2 log? X
T T 1

2T

2
+ X372 72 | ‘ E(a;)x_s_ldx’ dt
T

m— 8

X
< 16(/2 + i)'z 27 da
1

+T*1X2720' 10g2X+TX2/3720' +T2 S EQ(x)xf].fZO' dw
X

< X7 00g® X + T71X2 2 Jog? X
+ TX2/3—20' 4 T2X1/2—20'
< T81=9)310g° T

with the choice X = T*/3. The second mean square bound in (3.9) now
follows from the first bound in (3.9) at ¢ = 1/2, and the above bound at
o =1 by the convexity of mean values [4, Lemma 8.3].

REMARK. Note that by the functional equation for {(s) we have

T
(3.16) g IC(o +it)|* dt <. T34 (0< o <1/2).
1

Therefore (3.9) and (3.16) show that the analogy between Z;(s) and ¢?(s)
is perfect as far as mean square estimates are concerned in the range 0 <
o < 1/2, whereas the pointwise estimate (3.8) for ¢ = 1/2 corresponds to
the standard “convexity bound” for the zeta-function. The analogy with the
classical bound ¢ (1/2+it) < 1/ would be Z;(1/2+it) < t'/3+¢, and this
is indeed accessible. The critical point where the argument can be elaborated
is the application of the second derivative test at the end of the proof of
Theorem 2. If the saddle point method is applied here, then an exponential
sum involving the divisor function arises, and its trivial estimate by absolute
values yields (3.8). However, a non-trivial estimate with sufficient saving
follows from the second author’s work [12], and thus one does obtain the
bound Z;(1/2+it) < t'/3+2. On the other hand, the analogy between Z(s)
and (?(s) breaks down for o > 1/2, and the underlying reason why Z(s)
is “better” behaved in this domain is the continuity of the function E(t) in
contrast with the discontinuity of A(x).
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4. Analytic continuation and estimation of Z5(s). In this section we
shall discuss the analytic continuation and polynomial growth of the function
Z5(s), defined by (1.3). As before we assume that ¢ denotes arbitrarily small
positive constants, which are not necessarily the same at each occurrence.
We shall prove the following

THEOREM 3. Let s = 0 +it, ¢ — 1/2 < 0 < 1 —¢e. Then there ezists a
positive constant B = B(o) such that

(4.1) Z5(s) < (L+ [t))P
provided that s stays away from the e-neighbourhoods of poles of Z5(s).

Proof. The strategy of the proof is as follows. Let £ € (0,1) be a
constant, and introduce

1
VRIS

as a substitute for |¢(1/2 + ¢T)[*. Then we put

| 1C(1/2+4(T + )" exp(—(t/T¢)?) dt

o0

(T)

Zy(s) = | ()T~ dT + [(1C(1/2 +iT)|* — (D) T~ dT
1 1

= Z51(5) + Z22(5),

say. We expect that the integral Z95(s) will converge well. In fact an ele-
mentary reformulation of Z35(s) will show that this function is analogous
to Za(s + 2 — 2¢). But the assertion (4.1) is known to hold for Z5(s) in
the half-plane o > 1/2 + ¢ (via integration by parts and (2.11)), and the
same argument then gives a similar estimate for Zs5(s) in the half-plane
o> 26 —3/2+¢, hence for 0 > —1/2 4 ¢ if £ < 1/2, which will settle the
estimation of Zsp-part. On the other hand, the part Z5;(s) is more delicate.
The function (7T'), with arbitrary £ € (0, 1), is expressed by a spectral de-
composition formula (see [20] and [24, (5.1.1)]), and the Mellin transform
Z51(s) of Y(T') is decomposed accordingly. The most significant contribution
comes from the discrete spectrum, which will require some technically in-
volved estimations. An essential point to be observed here is that the terms
in the spectral expansion of ¥ (7') have much smoother expressions than
the corresponding terms for Z5(s) quoted above, and this will considerably
facilitate subsequent treatment.
By definition we have

Zaa(s) = ~ L <><>T_£(|C(1/2Jri(TJrU))I‘l = lc@/2+4m))
JT

x exp(—(u/T%)?)T % dT du
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for o > 1. Changing variables via u = oT'¢ log T, this becomes

oo o0

Za(s) = ——= | €02+ T+ aT g D) = €12+ T

x exp(—a?log® T)T~*(log T) dT de.

Here the contribution of |a| > b for any fixed b > 0 is obviously an entire
function B(s), say, which is bounded in any fixed vertical strip. Thus we may
restrict o henceforth to the interval |a| < b with b a small positive constant.
Differentiation of (1.10) (with k = 2) gives |((1/2 +iT)|* = Q4(logT) +
EL(T), where Q4 = Py + P} is a polynomial of degree four. Hence we have

1 * k%
(4.2) Z22(s) ﬁ(zzz(s) + 255(s)) + B(s),
where
oo blogT
Z35(s) = S S (Q4(log(T + aTg)) — Q4 (log T))T*Se*‘l2 dodT
1 —blogT
and

b oo
(4.3)  2335(s) = | {(By(T + aT logT) — E5(T))

b

x exp(—a?log? T)T~*(log T) dT do.
Note that in Z3,(s) we replaced alog T again by «. This function is a linear
combination of integrals

oo blogT
S (log™ (T + aT*) — log™ T)e T dovdT
1 —blogT

for m = 1,2,3,4. The portion of the T-integral for T' > 100 is an entire
function. In the remaining portion we approximate log(1l 4+ z) by a Taylor
polynomial of degree K plus an error term. The latter will furnish a function
which is regular for ¢ > 2(K + 1)(§ — 1) + 1, and is bounded on ¢ >
2(K +1)(§ = 1) + 1+ ¢ for each € > 0. There remain integrals of the type

oo blogT
2
(log" T)a* e~ T2R(E=D=8 4o T,
100 —blogT

where 0 < p < m and k < 2K; note that the terms involving odd powers of
a cancel out. Clearly we may extend the a-integration to (—oo, 00), which
gives a constant depending on k. An integration by parts then shows that the
T-integral has poles at the points 1 — 2k(1 —&). Hence Z5,(s) is bounded in
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any half-plane o > o¢ (since K may be arbitrarily large) from which certain
e-neighbourhoods of the poles are excluded.

To consider the function Z35(s) let us rewrite the T-integral in (4.3) on
substituting the new variable 7 = 7(T, o) = T+aT*¢ log T. If « is sufficiently
small, as we may suppose, then 7(T,«) is increasing as a function of T
for T > 1, and there is a monotonic inverse function 7' = T'(7,«). For
T = T(r,a), we have T — 7 < (log7)7%, hence T' < 7, and the implicit
equation for 7" shows that

(4.4) T(r,a) =7 — artlog T + O(1% 1log? 7).

Also we have

oT (7, )
0

(4.5) =(1+aT* (1 +€logT)) ™!

=1—ar®* (1 +€logT) + O(T%* 2 log? 7).

For given positive o, we combine the contributions of @ and —a« in (4.3). In
the respective integrals, we put 7 = 7(7T, ), and in the integral involving
EL(T') we simply change the notation 7" to 7. Then (4.3) becomes, after an
elementary rearrangement,

boo
(4.6) 233 (s) =\ | Ex(r)f(r,0) dr da,
01
where
f(r,0) = fi(r,a) = fa(T, @),
filr,a) = g(T(1,0), ) + g(T(1, —v), o) — 29(7, ),
fo(r,a) = h(T(1,0), &) + h(T (7, —x), —),
g(u, a) = (logu) exp(—a?log® u)u~%,
h(u, ) = a(log u) exp(—a? log? w)ué =51 (1 + £log u) .

14+ auf=1(1+&logu)
We shall consider the function Z35(s) in a horizontal strip || < V. To this
end we split up the integral in (4.6) into two parts corresponding to the
ranges 1 < 7 < X and 7 > X, where X will be chosen in a moment. The
first mentioned range gives rise to an entire function of s which is clearly of
the order

X
(4.7) < log X S(|¢(1/2 +i7)|* 4+ log* )77 dr < (1 + X179)X°.

1

To deal with the remaining integral, we note the estimates

(4.8) flra) < 7'2"5_2_"(10g2 T+ Viogt + V2) log3 T,
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(4.9) 8fg; @) < TE3Toy log3 7'(log2 T+ Viegt + Vz).

To verify (4.8), use the second order Taylor expansion of the function g(u, )
and linear expansions of the functions h(u, +«) near the point 7, and sub-
stitute u = T'(7, £a) from (4.5). Analogously, to verify (4.9), use (4.5) and
the Taylor expansions of order two or one for a%g(u, a) and a%h(u,a) at
u = 7. By (4.8) and the standard mean value estimate for |((1/2 + it)|*, we

find that the integral

b oo
(4.10) g g EY(7) f(7, @) dr dov
0X

is a regular function of s for 0 > 26 — 1, |t| < V, and it is of the order
(4.11) < VExHTImote

To minimize the sum of the right-hand sides of (4.7) and (4.11), we choose
(4.12) X =vva=9,

Recalling also our discussion of Z3,(s), we thus obtain the estimate

(4.13) Zoo(s) < (Jt| + 1)/ =042 for o > 26 — 1 4¢,

with the understanding that certain neighbourhoods of the poles are ex-
cluded. In particular, if we choose & slightly smaller than 1/2, then the
estimate (4.13) holds in some half-plane o > —¢.

Another possibility to deal with the integral (4.10) is to integrate by
parts over 7 and to use (4.9) together with the mean value estimate (2.11)
for F5(7). This argument gives the estimate

L V3X2T3/2m0te for g > 26 —3/2+e.

The optimal choice for X is now

X = y6/(5-48)
instead of (4.12), and in place of (4.13) we have
(4.14) Z99(s) < ([t| 4 1)6760)/ =4+ for 5 > 2¢ —3/2 4¢.

The bound (4.14) is weaker than (4.13) for £ < 1/2, but it holds in a wider
range of 0. We also remark that the poles 1 — 2k(1 — &) of Z3,(s) depend
on the parameter £ irrelevant of the function Z5(s), so it is to be expected
(and we shall see) that these will be cancelled out against the same poles of
221(8).

Next we turn to the function Z5(s). We first note that in the notation
of [24, (5.1.1)], we have

(4.15) W(T) = I (T, T%) + I g(T,T¢) + Ip.o(T, T) + I 4 (T, T°).
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Here I, is an explicit main term, the transform of which is easy to compute
and gives the principal part of the Laurent expansion of Z(s) at s =1 (a
polynomial of fifth order in (s — 1)7!), together with terms with poles at
1 —2k(1 = &); these compensate the poles of Z55(s) mentioned above.

We next treat the transform of I 4, and that of Iy . will be commented
afterwards, whereas the term I j, as such is negligibly small (see [24, Lem-
ma 5.1]). We quote from [24, p. 186], the following formula:

(4.16) Lg(T,T%) = Zajff?(l/?)A(ﬂj;T, T%),
j=1
where
1
4.1 A(r T, T¢) = = 1 E(ir: T, T¢
@17) 179 = gRe| (14 i )T T

_ i (= §
+ (1 sinhwr)u( i T )]
with
(4.18)  E(ir;T,T%)

r2(1/2+ir) ¢ Lot ,

— 1 —1/2+T ) —1/2+ir
Pt 1Y) v
x exp (— 2T log*(1 +y)) F(1/2 +ir, 1/2 +ir; 1 + 2ir; —y) dy,

where F' (see [2]) is the hypergeometric function. Then we claim that

(4.19) S L(T,T)T™dT =Y a; H}(1/2) S A(ky; T, T$)T~* dT,
1 j=1 1

provided at least that Res = o is sufficiently large. That is, it is enough
to study the transforms of the functions A(r;T,T¢) or rather those of
EZ(ir; T, T¢). To verify the required absolute convergence on the right-hand
side it suffices to note the bounds

1 if |r| < T'log®T,

4.20 E(ir; T, T¢
( ) (T, )<<{|7‘\C otherwise.

This holds uniformly for any fixed £ € (0, 1) and any fixed large C' > 0. The
first bound in (4.20) is a trivial consequence of (4.18) if the hypergeometric
function is represented by its Gaussian integral formula (see [24, (5.1.7)—
(5.1.8)]), and the second follows from [24, Lemma 5.2]. It should be stressed
that the main reason for introducing (7T") above is to have the identity
(4.19). Namely if we worked directly with the spectral decomposition of
Z5(s) [24, pp. 206-207], then we would have encountered a serious difficulty
here.
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Thus we consider, for r» > 0,

(4.21) X, (s) == S E(—ir; T, 78T~ dT.
1

This term is actually more critical than the term with Z(ir; T, T¢), which in
view of (4.17) and (4.18) will also appear. Namely if the sign of r is changed
in (4.21), then the saddle-point of the y-integral in (4.18) disappears, and
the estimations become more straightforward.

To begin with, we suppose that ¢ > 1 to be sure that the Mellin trans-
forms under consideration make sense as holomorphic functions. Our goal is
the meromorphic continuation of X,.(s) to the half-plane o > —1/2 while at-
taining, simultaneously, a rapid decay with respect to r and the polynomial
growth with respect to .

We suppose that
(4.22) 1/3<¢6<1/2

(cf. [24, (5.1.39)]). Of course smaller values of £ would represent a more
interesting case because then Z;(s) looks more and more like Z5(s). How-
ever, the value 1/3 appears to be a “transition point”; as £ decreases, the
argument gets messier.

Now we observe that for a given r the last integral can be restricted to
the interval [T'(r), 00) with small error, provided that

(4.23) T(r) =rY=9(logr)~P
for a suitable constant D. Indeed, by [24, Lemma 5.2] we have
E(—ir;T,T%) < (rT)~¢  for r > 2T ¢log” T

and any fixed C' > 0, whence the integrals over [1,7'(r)] for r = k; produce a
function of s which is bounded and holomorphic in our half-plane o > —1/2.
In what follows we shall encounter similar “negligible” functions which can
be omitted in the course of the argument; their contribution to the transform
of I 4(T,T¢) will be bounded in the half-plane o > —1/2 + ¢ if the e-
neighbourhoods of the poles 1/2 £ ir; of Z3(s) are excluded. Hence our
problem has become the estimation of

(4.24) X (s) = S Z(—ir; T, T$)T~* dT.
T{r)

To this end, we substitute y = z/7" in (4.18). Then we have
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SSIeS —1/244T
X*(s) = I?(1/2 —ir) S S i (4 2
- 2zr 0w 0 T

i (142
xexp< 1 og ( +T
x F(1/2 —ir,1/2 —ir;1 — 2ir; —z/T)T Y7 =5 4z dT.

The crucial step in the analytic continuation of X(s) is the T-integration
by parts with respect to the last factor T—1/2+7 =5 (cf. [24, (5.3.11)]). The
integrated terms yield a negligible function; the argument to prove this
can obviously be omitted. The new integral is a function having a pole at
s =1/2+ir, but we shall see in a moment that it is otherwise holomorphic
for o > —1/2.

The integral in question is

r2(1/2—i oo ‘
(4.25) _M(1/2+iT_S)_1 \ M(r; )TV,
— 21T
T(r)
where
00 9 - —1/24+iT 1 ;
Mr:T) = \z7V2ir (142 ST 0?1+ 2
(7“; ) §Z 8T|:< +T> exp( 1 og -|-T

F(1/2 —ir,1/2 —ir; 1 — 2ir, z/T)] dz

We transform the hypergeometric function here by the formula [17, (9.6.12)]

1+VI—2\ > 1 1 /1-yvI—2z\?
F(a,a;2a;2) = itvize Fla,=;a+ =; S ,
2 2 1+vV1I-2

thus
(4.26) F(1/2—1ir,1/2 —ir;1 — 2ir;—2z/T)
:21—2ir(1+ 1+Z/T —1+2’i7‘
<1 1 , (1—\/1+Z/T>>
x F| - —ar,=;1 —ar
2 2 1++/1+42/T

Consider separately the ranges z/T < r~% and z/T > r~° for a small
positive constant a. In the latter range, the exponential factor in M (r;T)
is very small in view of (4.23), so that the contribution of this range to
M(r;T) is < T~# for a large positive A. Therefore the corresponding part
of (4.25) is a bounded holomorphic function of s in any fixed vertical strip
with a neighbourhood of the pole 1/2+ir excluded, and analogously for the
respective part of the function (4.19).
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Let now z/T < r~®. The virtue of the transformation (4.26) is that the
new hypergeometric series converges rapidly. Namely in the familiar series
expansion

F(a,m;a—zﬁ‘i’“(? & (< 1)

we can take a finite number of terms in such the way that the tails of
the series will make a negligible contribution. Since in our case a = 1/2 —
ir, = 1/2,7 = 1 —ir, each term will yield similar expressions, and each
contribution will be smaller than the one coming from the preceding term.
Therefore the most significant term in the above series expansion will be
simply the leading term 1, so it suffices to consider its contribution. Then
the essential part of M (r;T), say M*(r;T), takes the form

Tr—¢

' P 5 —1/2+:T
4.2 M*(r;T) := 20727 P ey [ iy [

1 . > —1+2r
X e:><;p<—4T25 log? <1+T>)<1+ 1+T> ]dz.

This integral can be approximately evaluated by the saddle point method.
The exponential factor in M*(r;T) is e'¥'(*) with

F(z) =F(z;r,T) = —rlogz+ T log (1 + ;) + 2rlog <1 + m»

so that
Fls)= -4 14 _ ,
z T+z T(H/1+2z/T+1+2/T)
F”(z):L T r(1+1/2y1+2/T))

22 (T+2)? T2(\/1+2/T+1+2/T)?

The saddle point z is the solution of F’(z) = 0. We obtain

oUWt )i as e :
2 (3 (0 )

which in view of zo/T < r~% gives

20 =1+ O0?*/T).

Since T > T(r) > r3/27¢ by (4.22) and (4.23), we also have zy = 7 +
O(r'/?*¢). Then by a little calculation it is seen that |[F”(z)| > 1/r. On
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the other hand we have, in (4.27

);
srb=tes (e g) o
' <1 ' r> e _12—Z:z/T

1 2¢6—1 2 26 z z
2§T log 1+T +2T log 1+T T2 (-

We use the Taylor formula to find that, for z = zg = r + O(r?/T), the
expression in braces equals

20 320 s 2263
— O o(r*T
o= 1)+ 3 +0( 13 ) + 0T
<< 7,,3T7 + rT*Z + T2T2€*3 << TT*2 + T2+€T2§*3’
since 1/3 < ¢ < 1/2 and (4.23) holds. Thus the contribution of the saddle
point zg to M*(r;T) is
< ’F,/(Zo)20|_1/2(’l“T_2 + T2+ET2£_3) < ’I“T_Q + T2+€T2€_3,

and this bound also represents the true order of the contribution by standard
arguments (see e.g., [4, Chapter 2] and [26, Lemma 4.6]). It follows that
the integral in (4.25), with M(r;T) replaced by M*(r;T), converges for
o > —1/2, and the whole expression in (4.25) is

o

(4.28) < |1/2+ir —s| trm1/2 S (rT=2 4 p2rer2=3y1/2=oqr

T(r)

< |1/2 +ir — 5| 7167200/ (2=20)Fe
If r is not close to t, say |r —t| > (t + 1)° for t > 0, then this estimate can
be improved on repeating the integration by parts over 7" in (4.25). Indeed,
the expression in (4.25) equals, for any fixed v € N,
(=1)"12(1/2 —ir)
I'l—2ir)(1/2+ir—s)...(1/24+v+ir—s)

o ) a 14
1/24v+ir—s | ¥ .
X T(S )T <8T> M (r;T)dT,

plus integrated terms which are negligible. It can be checked by induction
that the size of (9/0T)" M (r;T) decreases by a factor of order T~! at each
new integration by parts, while the oscillating factor remains the same.
Hence analogously to the preceding discussion we obtain

8 14
<8T> M(r;T) <e,, (rT72 4 r2rer2e=37="
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so that each integration by parts reduces the estimate of the expression
in (4.25) by a factor |r — t|~!. Therefore, repeating this process sufficiently
many times, we may truncate the sum over x; in (4.19) to |k; —t| < (t+1)°.
The net result of this discussion is that if 0 > —1/2+4¢,¢t > 0 and s = 0 + it
is well separated from the poles of Z5(s), then we have the bound

oo
(4.29) S L o(T, T$T~*dT

1

< > alHM1/2)|(t 4 1) &2/ @20 e g
[t—r;| < (t+1)*

The right-hand side of (4.29) is clearly of polynomial order in t.

It should be remarked that the above argument can actually produce
an asymptotic expansion for the left side of (4.29). Such a result may have
applications in the context of the present paper. We shall return to this
point elsewhere.

It remains to consider the term (see [24, p. 186])

C(1/2 + ir)°
IC(1 + 2ir)[2

o0
I (T, T¢) = 771 S

—0o0

A(r; T, T%) dr,

which represents the contribution of the continuous spectrum to (7)) in
(4.15).
As an analogue of (4.19), we have

(4.30) S Iy (T, TS)T~* dT
1
g a2t T e
=T S W §A(T,T,T )T dT dr

— 00

provided that o is sufficiently large. This expression should be analytically
continued to a meromorphic function in the half-plane o > —1/2. Temporar-
ily, we restrict s to a horizontal strip of the form [t| < 1 or 7 < ¢t < 27 for
7> 1. Let us consider the latter case as an example.

First of all we note that if the range for r in (4.30) is split up into
the finite intervals [7/2,37] and the tails, then by previous arguments the
contribution of the tails will be negligible because now 1/2 + ir — s is well
bounded away from zero.

In the remaining integral over [7/2,37], the integrand can be reduced
to integrals of the type X*(s) in (4.24) except that the lower limit of the
T-integration is changed to T'(7) in order to make it independent of r. Fol-
lowing now the previous argument, we integrate by parts over T" and simplify
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M(r;T) to M*(r;T). Then we have the double integral

C(1/2+ir)C3(1/2 — ir)) <F2(1/2 - z'r)>

37
(4.31)  Y(s):= S (

) C(1 4 2ir)¢(1 — 2ir) I'(1— 2ir)
x |1 ‘ 14— ) -
sinh 7rr 2 e
X S M*(r; T)TY/?4 =3 aT dr
T(T)

to deal with, where M*(r;T) is defined as in (4.27) except that the range for
z is now [0, 77~ %]. We rewrote the zeta-quotient in the integrand avoiding
absolute values in order to make it analytic in r.

The function Y'(s) can be continued beyond the line o = 1/2, and an-
alytic continuation to the strip —1/2 < ¢ < 1/2 is obtained by adding the
term

a) (G ) (rmy) (1 )
x OSO M*(i(1/2 — s); T) dT
T(r)

to the integral (4.31). To see this we move the integration over r in (4.31) to
Imr = ¢(7) = (log7)~3/* plus two obvious vertical segments. In view of the
zero-free region of ((s) (see [4, Chapter 6]) no singularities of the integrand
(zeros of ((1 £ 2ir)) will be encountered. The resulting expression Y*(s),
say, yields an analytic continuation of Y (s) to the domain

{s:0>1/2}UD,

where
D={s:1/2—¢(t) <o <1/2, 7 <t <27}

Then to get a further continuation we suppose that s is now inside D. We
move the integration over r in Y*(s) back to the original interval on the real
axis. In doing this we encounter only one singularity, namely the simple pole
at r = i(1/2 — s), which by the residue theorem gives the term (4.32). The
resulting integral, which has the same expression as (4.31) but with different
s, is regular not only inside D but in the whole vertical strip —1/2 < o < 1/2.
We should note that when s is on the line o = 1/2 our argument needs to
be altered a little: we have to add an appropriate small indentation to the
above segment on the real line.
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The function (4.32) has poles at the zeros of ((2s), that is, at the points
0/2 with p running over the complex zeros of Riemann’s zeta-function, and
these are also the only singularities of the function (4.30) for o > —1/2.
It remains to show that the latter function is of polynomial order for 7
for —1/24+ e <o <1—¢, 7 <t < 27 if e-neighbourhoods of the poles
are excluded. For the function (4.31), the argument is as before (in place
of summation over the discrete spectrum, we now have integration over a
finite portion of the continuous spectrum).

As to the estimation of the function (4.32), the only problem that remains
is the order of 1/{(s) in the critical strip when s is separated from the zeros
0. However, it is easy to see that this is of polynomial order in ¢ by appealing
to the well-known formula [26, Theorem 9.6(B)]

log((s) = Y log(s — o) + O(logt),

[t—v[<1
where v = Im . This completes the proof of Theorem 3.

REMARK. The preceding argument can be carried out even for the Mellin
transform of the square of the Hecke L-function attached to a holomorphic
cusp form, for an appropriate analogue of the decomposition (4.15) has
been established by the third author [21]. The case of non-holomorphic cusp
forms is more problematic, for instead of a precise analogue of (4.15), only an
approximate variant due to the second author [14] is known. Nevertheless,
the “barrier” o = 1/2 is breakable even in this case, for an analogue of (4.1)
can be shown to hold for o > 2/5.

5. Further bounds for Z5(s). One can obtain from Theorem 3 an
explicit bound for Z5(s), namely in terms of the value of the constant B in
(4.1). This constant depends on the contribution of the discrete and continu-
ous spectrum. The former will yield a fairly explicit bound with a reasonable
constant B for —1/2 < o < 1/2 (see (4.13) and (4.29)), while the latter will
yield a poor bound for B. For o > 1/2 the situation is reversed. However,
for o > 1/2 we can obtain better results by exploiting the integral repre-
sentation (2.4). In this way we may obtain both pointwise and mean square
bounds for Z5(s) in the range 1/2 < o < 1. The results, which are gathered
in Theorem 4 below, may be compared with those of Theorem 2 for Z(s).
Naturally, they are weaker, since the function Z(s) is less difficult to deal
with than Z5(s).

For 0 = Res > 1 we have

X o)

Zy(s) = S 1C(1/2 +iz) [*o~* da + S 1C(1/2 +ix)[*e de =T + 1",
1 X
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say, where X > 1 is a parameter to be suitably determined later. We have

X
(5.1) I'= g 1C(1/2 4 iz)|*z " de < X' ™7 log* X (1/2 <0 < 1),
1

which follows by integration by parts and the classical bound for the fourth
moment of |((1/2+ix)|. Next, for s = o+it, 0 > 1,t >ty > 0, Q4 = P,+ Py,

(5.2) I"= S IC(1/2 +ix)|[*x~% dx = S (Qs(logz) + E4(z))x~* dx
X X
- Z Q(J i loe X) _ g, (x)x - s\ E (z)z " 'da
= 5-1) 2 )S( 2 ;

where we used the deﬁning property (1.10) with k& = 2. Suppose now that ¢
is a constant for which

(5.3) Eo(T) < T

(currently we know (see (1.13)) that (5.3) holds with ¢ = 2/3 and that
¢ < 1/2 cannot work; it is conjectured that ¢ = 1/2 works). Since we have
(cf. (1.13) or (2.19))

T
SEg(t) dt < T?1og®T (C < 22),
0

it follows that
2T 2T 2T

(5.4) S |Eo(x)|z= 7 da < ( S E3(z)dx S p202 d:1;> i

< TY? 7 log™ T

Thus the last integral in (5.2) converges absolutely for o > 1/2, thereby
providing analytic continuation of Z5(s) in the half-plane o > 1/2. From
(5.1)—(5.4) we then obtain

Zy(s) < X7 log* X + XY 7 1og! X,
and the choice X = t?log'*t (o is assumed throughout to be fixed) gives
(5.5) Zo(s) < t2727(logt)¥7117  (1/2< 0 < 1).
We now pass to mean square estimates, starting from

2T 5T/2
I(s) =\ 1220 +i)Pdt < | o(t)|Z2(0 +it) dt,
T T/2
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where 1/2 < 0 < 1 as before, and ¢(t) is the test function appearing in
Theorem 1. We have

I(s) < I1(s) + Ix(s),
where using (5.2) we have

5T/2 X

2
n(s):= | go(t)’ j1ca/2 + izt dx‘ dt,
T/2 i
5T/2 (j— 1)
o 1—s Q lOgX)
I(s) := ’X Z oDy
T/2
o] 2
— Ey(X)X "+ S Ey(x)z> " dx| dt.
X
Note now that by r integrations by parts we have
5T/2 y it 5T/2 (/)
(5.6) o(t) () dt = (-1)" oM (t) e dt
T§2 . T§2 (ilog(y/))
<, T " log y <T4
x

for any fixed A > 0 and any given ¢ > 0, provided that |y — x| > 2T°~! and
r =r(A,e¢) is large enough. By using (5.3) and (5.6) it follows that

XX 5T/2 it
nis) = | {lc/2+i)c/2+iltay) = | e (L) dtdedy
11 T/2
5T/2 X szl !
<1+ S S|C(1/2+i:13)|41’_2‘7 S 1C(1/2 + iy)|* dy de dt
T/2 1 x—xTe—1
bl
<1+T S 1C(1/2 + iz)[*2~ 27 (2T L log* & + Fy(x 4+ 2T°71)
i
— Eo(x — 2T 1)) da
X
<1+T S 1C(1/2 + ix) 222 (¢T° L og* & + 2°7¢) dx
1

< T&‘ (X2—2U + T + TX1+C—20')

if X < T8 (B >0), since {; [((1/2+ iz)|*z~" dz is bounded for a > 1.
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To bound I5(s) we shall use again (5.6) to obtain
12(8) < X2—2cr +TX2€—20’+E

5T/2 00
£12 | () | |Bala) e~
T/2 X
xaTe?!
<\ Byly dydeat.
z—xTe—1

We use the elementary inequality |ab] < 3(|a? 4 [b]?) and the mean square
bound (2.19) to infer that the inner integrals in the above bound are

00 r4aTe!
< Sx_%_Q S (E3(z) + E3(y)) dy dx
X r—xTe—1
o0 y/(1-T°71)
<xtreterty |y BN ) | dedy
X/2 y/(1+T<~1)

< x'temorl,

Consequently
In(s) <. X2720 4 T X220+ | e xl-20

and

I(s) <. T5(X?% 4 T 4 TX1+e=20 4 p2x1-20),
Hence taking X = T/~ it follows that
(5.7) I(s) <. T5(T +T372)/0=9))  (1/2 <0 < 1),
since 1/2 < ¢ < 1 yields

T2X1-20 — p271/(1—¢) x~20 < . e/(1-c) x~20 _ pylte—20

The above discussion shows that
T

(5.8) S |Z5(0 + it)|? dt <. T*(T +T372/0-9))  (1/2 <0 < 1).
i

We shall now obtain another mean square bound for Z5(s). We start
from (5.1) and (5.2) to obtain

2T
S |Z5(s)|2dt < Ji(s) + T Jo(s) + X*7 % log® X + TE3 (X)X %,
T
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where o x
Ji(s) = | ’ S |C(1/2+ia:)]4x_5dx‘2dt,
- 2
Ja(s) = S ’ SEQ(x)x_S_ldx‘ dt.
T X

To bound Ji(s) and Ja(s) we use (1.1) similarly to (3.13) and the mean
square bounds (1.5) (with k = 4) and (2.19). It follows that
2T
| 122(5) at
T
< (X220 L 2x1-20 4 X229 008 X 4 TE2(X)X %) log” X.
Since Ey(T) < T?/31og® T, the choice X = T%/3 gives then

T
S |Zy(0 + it)|? dt < TUO=8)/310gC T (1/2 <0 < 1),
1

while the eighth moment in the form given by (1.6) would improve this
bound to

S |Z5(0 +it)|? dt <. T4+ (1/2<0<1).
1
The preceding results are summarized in
THEOREM 4. For s =0 +it, 1/2 <o <1, t > ty, we have
Z5(5) < t2727 (log t) 187147,
If (5.3) holds then we have
T
g |Zo(0 +it) |2 dt <. T5(T +T372)/0=9)y  (1/2 <0 < 1),
0
while we also have unconditionally

T
S |Zo(0 +it)|2dt <« TUO8)B10g% T (1/2<0 <1, C>0).
0
As a final remark we shall show how to apply the mean square bound
(5.8) to obtain a bound which complements (2.22). Namely if we assume
that (2.21) holds, then we have
T
(5.9) S 1C(1/2 4 it)|® dt <. Tetw+e,
0
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where ¢ is the constant appearing in (5.3). Since (2.21) is known to hold
unconditionally with w = 1, then (5.9) and ¢ = 2/3 yield the bound

T
(5.10) S 1C(1/2 4 it)|® dt <. T°/3F=.

0
This is not a good result yet (the best known exponent for the bound in
(5.10) is 3/2), but there is hope that this approach may lead to improve-
ments.

To prove (5.9) we use (2.7) with s = 1/2 + it, moving the line of inte-
gration to a = d with 1/2 < d < 1 and a = ¢ in portions containing Zs(w)
and ) ;» respectively. We then obtain, using (2.9) and the Cauchy—Schwarz
inequality,

t+T°
(5.11)  |G(1/2 +it)]? < T2d+l+ff2( | 1220+ i0)P o+ 1)
t=T=
(1/2<d<1).
Inserting (5.11) in the right-hand side of (2.21) we obtain
27
| lc(/z+it)Pat
T
TwFe 4T
< TP S ( S |Z5(d + iv) | dv + 1) dt + T1+e
T1/2  t-T*¢
TW+E+TE v+Te
<7t Zmr)? | dtde+ TP T
T1/2 _e v—T¢
Tte4Te
< T2d—1+2€ S |22(d + iv)|2 dv + T2d+w—1+25 + Tl—&-s'
T1/2_Te

If we use the mean square bound (5.8) it follows that

2T

S ‘C(1/2 + lt)‘g dt <<€ T2d—1+8(Tw + T(2—2d)w/(1—c)) 4 T2d+w—1+6 + T1+6.
T

Choose T% = T(2=2d)«/(1=¢) "that is, d = 1(c+1). Then 3/4 < d < 5/6,
and (5.9) follows.
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