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1. Historical introduction. In 1989 Knopp [6] found explicit formulas
for the Fourier coefficients of an arbitrary cusp form and more generally, but
conditionally, of a holomorphic modular form (with a possible pole at i∞)
on the full modular group, Γ (1), of weight k, 4/3 < k < 2, and multiplier
system v. He assumed that there are no nontrivial cusp forms on Γ (1) of
complementary weight 2−k and conjugate multiplier system v. In our initial
paper we remove this assumption and capture the Fourier coefficients of an
arbitrary “Niebur modular integral” on Γ (1) of weight k, 1 < k < 2. En
route we also obtain expressions for the Fourier coefficients of an arbitrary
cusp form on Γ (1) of weight k, 0 < k < 1. In particular we present formulas
for the Fourier coefficients of ηr(τ), 0 < r < 2, where η(τ) is the Dedekind
eta-function.

An actual formula for the Fourier coefficients of an arbitrary modular
form, even in the case of the full modular group, is not always available. For
forms of weight greater than two the problem was solved by Petersson [11],
who introduced the (parabolic) Poincaré series. Additionally, by consider-
ing a nonanalytic version of this series, he derived the coefficients of certain
forms of weight two [12]. By integrating one of these forms, Petersson [12,
p. 202] was the first to find the coefficients of the absolute modular invari-
ant J(τ). For forms of negative weight Rademacher and Zuckerman [18]
discovered expressions for the coefficients by relying on the circle method.
Furthermore, Rademacher [15] employed a sharpened version of this method
to rediscover Petersson’s formula for J(τ). We remark that both approaches
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depend on nontrivial growth estimates for Kloosterman sums. Indeed, in all
of the cases mentioned above, the Fourier coefficients are given by infinite
series containing generalized Kloosterman sums.

Rademacher also established the modular invariance of J(τ) directly
from its Fourier expansion [16, 17]. Later Knopp [3, 4] showed that al-
though every modular form on Γ (1) of nonpositive integral weight must
have a Fourier series of a known type, the converse is false. However, these
expansions are always Eichler integrals. In 1968 Niebur extended Knopp’s
work to include all negative real weights [9, 10]. He also generalized the defi-
nition of modular forms (and certain Eichler integrals) to include his “new”
modular integrals. Niebur’s work revealed, in a rather explicit way, the du-
ality which exists between Niebur modular integrals of negative weight and
cusp forms of weight greater than two.

In this and subsequent work we obtain the Fourier coefficients of all
Niebur modular integrals (including forms) on Γ (1) having positive weight
less than two. Not surprisingly, these coefficients have the “expected” rep-
resentation involving Bessel functions and generalized Kloosterman sums.
In this paper, we begin by considering the nonanalytic Poincaré series men-
tioned earlier and apply the Poisson summation formula to transform it
into a Fourier series. This resulting expansion contains Selberg’s Klooster-
man zeta-function, which was studied in the 60’s by Selberg [20]. It was not
until the early 80’s, however, that Goldfeld and Sarnak jointly established
excellent results on the order of growth of this function [1]. By using these
results we construct an analytic continuation of our Fourier series. We next
evaluate this continuation at an appropriate point, and then by considering
only the analytic “piece”, we calculate the desired coefficients. We prove
a decomposition theorem for all Niebur modular integrals on Γ (1) having
weight k, 1 < k < 2. We also display a duality between Niebur modular
integrals of weight k and cusp forms of weight 2 − k. We conclude this pa-
per with some results which exploit known facts concerning cusp forms of
small weight on Γ (1). In a sequel we shall present analogous work on Niebur
modular integrals on Γ (1) of weight k, 0 < k ≤ 1.

2. Preliminary definitions and notation. The full modular group,
Γ (1), will refer to both the matrix group SL(2,Z) and the transformation
group PSL(2,Z) ' SL(2,Z)/{±I}. This should cause no confusion. Note
that Γ (1) is generated by S =

(1 1
0 1

)
and T =

(0 −1
1 0

)
. We define the real power

of a nonzero complex number by zr = er(log |z|+i arg z), where −π ≤ arg z < π
and log |z| is real. Throughout, k is a real number and v is a multiplier system
(MS) for Γ (1) in the weight k. Specifically, v is a function from the matrix
group Γ (1) into the unit circle which, for τ ∈ H, the upper half-plane,
satisfies the “consistency condition”
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v(M1M2)(c3τ + d3)k = v(M1)v(M2)(c1M2τ + d1)k(c2τ + d2)k,

where Mj =
(∗ ∗
cj dj

) ∈ Γ (1), for j = 1, 2, and M1M2 =
(∗ ∗
c3 d3

)
. Connected

with this MS is a parameter κ, which is determined from v by

v(S) = e2πiκ, 0 ≤ κ < 1.

Note that the conjugate function v is a MS for Γ (1) in the weight 2− k and
also that κ = 0 can occur only when k is an even integer.

Let F be a function which is holomorphic in H and satisfies the modular
relation

F (V τ) = v(V )(γτ + δ)kF (τ), τ ∈ H,
for all V =

(∗ ∗
γ δ

) ∈ Γ (1). If F also has a Fourier expansion of the type

F (τ) =
∞∑

n=−µ
ane

2πi(n+κ)τ ∀τ ∈ H,

then F is meromorphic at∞ and we call F a modular form on Γ (1) of weight
k and MS v. If F is not identically zero, then we assume that a−µ 6= 0 and
we say that the order at ∞ of F is −µ + κ. The vector space of modular
forms on Γ (1) of weight k and MS v which have order at ∞ greater than
or equal to −µ + κ is denoted by C(µ, k, v), and the space of cusp forms,
C(−b1 − κc, k, v), is denoted by C0(k, v). Here b·c is the greatest integer
function.

A Niebur modular integral on Γ (1) of weight k and MS v is a function F
which is holomorphic in H, meromorphic at ∞, and for which there exists
a G ∈ C0(2− k, v) such that

[F (τ)− v(V )(γτ + δ)−kF (V τ)]− =
i∞\

V −1(∞)

G(z)(z − τ)−k dz,

for all V ∈ Γ (1) and τ ∈ H. Here [ · ]− denotes complex conjugation and
the path of integration is a vertical line in H. (If V is a translation, then
the right-hand side is defined to be identically zero.) The vector space of
Niebur modular integrals on Γ (1) of weight k and MS v which have order
at ∞ greater than or equal to −µ + κ is denoted by I(µ, k, v). Clearly,
C(µ, k, v) is a subspace of I(µ, k, v). Since there are no nontrivial cusp forms
of nonpositive weight, we have I(µ, k, v) = C(µ, k, v) for k ≥ 2.

The above type of modular integral was initially studied (for negative
weights) by Douglas Niebur [9, 10], who showed that F is a modular form if
and only if G is identically zero. This result holds for nonnegative weights as
well and implies that each Niebur modular integral has a unique cusp form
corresponding to it.
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3. Nonanalytic Poincaré series. We now define the functions which
are at the heart of our investigation. Let k ∈ R and ν ∈ Z. For τ ∈ H and
Re(s) > 2− k put

(1) Pν(τ |s) = Pν(τ |s; k, v) =
∑

c,d∈Z
(c,d)=1

e2πi(ν+κ)Mτ

v(M)(cτ + d)k|cτ + d|s ,

where M =
(∗ ∗
c d

) ∈ Γ (1). The functions Pν are called nonanalytic Poincaré
series. Although Pν(τ |s) is not holomorphic in τ , it is holomorphic in the
complex variable s for Re(s) > 2 − k. Furthermore, Pν(τ |s) satisfies the
transformation relation

(2) Pν(V τ |s) = v(V )(γτ + δ)k|γτ + δ|sPν(τ |s), τ ∈ H, Re(s) > 2− k,
for all V =

(∗ ∗
γ δ

) ∈ Γ (1).

4. Selberg’s Kloosterman zeta-function. Let k ∈ R and m,n ∈ Z.
For Re(w) > 1 put

(3) Zm,n(w) = Z(w;m,n, k, v) =
∞∑
c=1

Ac(m,n)
c2w

,

where

(4) Ac(m,n) = A(c;m,n, k, v) =
c−1∑

−d=0
(c,d)=1

v(M)e
2πi
c [(m+κ)a+(n+κ)d]

is the generalized Kloosterman sum and M =
(
a ∗
c d

) ∈ Γ (1). The Dirichlet
series Zm,n(w) is called Selberg’s Kloosterman zeta-function and is inextri-
cably linked to nonanalytic Poincaré series. The properties of Zm,n(w) are
summarized in this section. In his seminal work Selberg [20] obtained

Lemma 1. Let Zm,n(w) be defined by (3) and (4).

(a) The sum defining Zm,n(w) converges absolutely and uniformly on
compacta in Re(w) > 1 and so Zm,n(w) is holomorphic in Re(w) > 1.

(b) Zm,n(w) has an analytic continuation to a function meromorphic in
the whole w-plane.

(c) If m+κ 6= 0 and n+κ 6= 0, then Zm,n(w) is holomorphic in Re(w) >
1/2 with the possible exception of a finite set of simple poles on the real
segment 1/2 < w < 1 (the “exceptional poles”).

The exposition in [20], though beautiful, is skeletal and assumes that k,
m + κ and n + κ are positive. A fleshed out proof of the above lemma can
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be found in [14]. Of particular importance is the simple observation that

(5) Z(w;m,n, k, v) =
{
Z(w;−m− 1,−n− 1,−k, v) if 0 < κ < 1,
Z(w;−m,−n,−k, v) if κ = 0.

The following derives from Lemma 1 and Roelcke’s result [19] that the
spectrum of the Casimir operator ∆k = y2(∂2/∂x2 + ∂2/∂y2)− iky∂/∂x is
contained in the half-line [(|k|/2)(1− |k|/2),∞).

Lemma 2. Let 0 < k < 2. Then for all integers m and n, Z(w;m,n, k, v)
is holomorphic in Re(w) > 1/2+|k − 1|/2. Moreover , we have the following :

(a) Let 0 < k < 1. For all integers m and n, Z(w;m,n, k, v) is holo-
morphic in Re(w) ≥ 1− k/2 with the possible exception of a simple pole at
1− k/2. This pole occurs if and only if m and n are both nonnegative and
there exists f ∈ C0(k, v) such that the terms e2πi(m+κ)τ and e2πi(n+κ)τ both
occur in its Fourier expansion.

(b) Let k = 1. For all integers m and n, Z(w;m,n, 1, v) is holomorphic
in Re(w) > 1/2 and at w = 1/2 has at most a simple pole. This pole
occurs if and only if either m and n are both nonnegative and there exists
f ∈ C0(1, v) such that the terms e2πi(m+κ)τ and e2πi(n+κ)τ both occur in its
Fourier expansion or m and n are both negative and there exists f ∈ C0(1, v)
such that the terms e2πi[(−m−1)+(1−κ)]τ and e2πi[(−n−1)+(1−κ)]τ both occur
in its Fourier expansion.

(c) Let 1 < k < 2. For all integers m and n, Z(w;m,n, k, v) is holomor-
phic in Re(w) ≥ k/2 with the possible exception of a simple pole at k/2. This
pole occurs if and only if m and n are both negative and there exists f ∈
C0(2− k, v) such that the terms e2πi[(−m−1)+(1−κ)]τ and e2πi[(−n−1)+(1−κ)]τ

both occur in its Fourier expansion.

Goldfeld and Sarnak [1] established the important

Lemma 3. Let k ∈ R and m,n ∈ Z.

(a) If Re(w) ≥ 1 + δ, δ > 0, then |Zm,n(w)| ≤ ζ(1 + 2δ). In particular ,
if Re(w) ≥ 3/2, then |Zm,n(w)| ≤ π2/6.

(b) Assume now that m + κ 6= 0 and n + κ 6= 0. If 1/2 < Re(w) < 3/2
and |Im(w)| ≥ 1, then

|Zm,n(w)| ≤ C |m+ κ| · |n+ κ| · |Im(w)|1/2
Re(w)− 1/2

,

where C is a positive constant depending at most upon k and κ.

By using the above bound on |Zm,n(w)| Knopp [5, 6] proved
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Lemma 4. Let 0 < k < 2 and m,n ∈ Z.

(a) If 0 < k < 2/3 and Zm,n(w) is holomorphic at w = 1− k/2, then

Zm,n(1− k/2) =
∞∑
c=1

Ac(m,n)
c2−k

.

(b) If 4/3 < k < 2 and Zm,n(w) is holomorphic at w = k/2, then

Zm,n(k/2) =
∞∑
c=1

Ac(m,n)
ck

.

Because Z(w;m,n, k, v) =Z(w;m,n, k+2l, v) for all l∈Z, both Lemma 2
and Lemma 4 may be generalized to include other noneven real weights.

As an aside we comment on Zm,n(w) for the case where m + κ = 0 or
n + κ = 0. Assume that m + κ = 0. This implies that k is an even integer
(say, zero) and v is identically 1 and so the generalized Kloosterman sum
reduces to either Euler’s totient (if n = 0) or Ramanujan’s sum (if n 6= 0).
From this it follows that

Z(w;n) = Z(w; 0, n, 0, 1) =





ζ(2w − 1)
ζ(2w)

if n = 0,

σ1−2w(n)
ζ(2w)

if n 6= 0,

for Re(w) > 1, where σ1−2w(n) =
∑
d|n, d>0 d

1−2w is the divisor function.
Well-known facts and speculations concerning the Riemann zeta-function
can be used to study Z(w;n). Furthermore, if n + κ = 0, then the above
carries over, because Z(w;m, 0, 0, 1) = Z(w; 0,m, 0, 1).

5. Fourier expansion. The connection between Selberg’s Kloosterman
zeta-function and nonanalytic Poincaré series will now be made explicit.
From (2) it follows that Pν(τ |s) has a Fourier expansion of the type

Pν(τ |s) =
∞∑

n=−∞
an(y, s)e2πi(n+κ)x, where τ = x+ yi.

Lemma 5. Let Pν be defined by (1) and assume that κ 6= 0. Then for
Re(s) > 2− k we have

Pν(τ |s) = 2e2πi(ν+κ)τ + 2i−k
(2π)k+s

Γ (s/2)

×
{ ∞∑
n=0

(n+ κ)k+s−1e2πi(n+κ)τ
∞∑
p=0

[−4π2(n+ κ)(ν + κ)]p

p!Γ (k + p+ s/2)

× σ(4π(n+ κ)y, k + p+ s/2, s/2)Zν,n(s/2 + k/2 + p)
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+
∞∑
n=1

(n− κ)k+s−1e−2πi(n−κ)τ
∞∑
p=0

[−4π2(n− κ)(ν + κ)]p

p!Γ (k + p+ s/2)

× σ(4π(n− κ)y, s/2, k + p+ s/2)Zν,−n(s/2 + k/2 + p)
}
.

Here,

(6) σ(η, α, β) =
∞\
0

(u+ 1)α−1uβ−1e−ηu du

and Zν,±n is Selberg’s Kloosterman zeta-function.

The function σ(η, α, β) is holomorphic in Re(η) > 0, entire in α and holo-
morphic in Re(β) > 0. Its well-known relative, the (exponentially decaying)
Whittaker function,

(7) W(α−β)/2,(α+β−1)/2(η) = η(α+β)/2e−η/2
σ(η, α, β)
Γ (β)

,

is entire in α and in β. The preceding lemma, which was established by
Knopp [6], is largely an application of the Poisson summation formula. In
particular, the following integral formula (see [2, p. 367] and use (7)) is
needed:

(8)
∞\
−∞

e−2πiλu

(u+ yi)α(u− yi)β du

=





2π(−i)α−βΓ (α+ β − 1)
Γ (α)Γ (β)

(2y)1−α−β if λ = 0,

(2π)α+β(−i)α−βλα+β−1

Γ (α)Γ (β)
e−2πλyσ(4πλy, α, β) if λ > 0,

(2π)α+β(−i)α−β(−λ)α+β−1

Γ (α)Γ (β)
e2πλyσ(−4πλy, β, α) if λ < 0.

Here λ ∈ R, Re(α+β) > 1 and y > 0. The analog of Lemma 5 for κ = 0 can
be derived by using (8). Because we are interested in the range 0 < k < 2
we shall not need this case.

We conclude this section by recording the following simple result, which
can be proved by using the definition of the gamma function.

Lemma 6. Let σ(η, α, β) be defined by (6) and assume that Re(η) > 0
and that Re(β) > 0.

(a) If Re(α) ≤ 1, then

|σ(η, α, β)| ≤ Γ (Re(β))
[Re(η)]Re(β)

.
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(b) If Re(α) > 1, then

|σ(η, α, β)| < 2Re(α)−1
{

1
Re(β)

+
Γ (Re(α+ β)− 1)
[Re(η)]Re(α+β)−1

}
.

6. Analytic continuation

Lemma 7. Let Pν(τ |s) be defined by (1), where ν ∈ Z, and assume that
1 < k < 2. Then Pν(τ |s) has an analytic continuation in s into the closed
half-plane Re(s) ≥ 0.

P r o o f. Our proof generalizes the one given by Knopp [6] for ν ≥ 0
and 4/3 < k < 2. We shall carry out an analytic continuation of the
Fourier expansion (Lemma 5) of Pν(τ |s) into an open half-plane contain-
ing s = 0. We first observe that the factors preceding both infinite sums
on n are entire functions of s and, in fact, have a simple zero at s = 0
(arising from 1/Γ (s/2)). Secondly, we note that all of the factors in both
summands are entire functions of s except for the “σ-functions” and the
zeta-functions. Because σ(η, α, β)/Γ (β) is an entire function in α and in β,
however, the σ-functions do not pose any serious difficulties. The function
σ(4π(n − κ)y, s/2, k + p + s/2) is analytic in Re(s) ≥ −2 (since p ≥ 0 and
k > 1), and the function

σ(4π(n+ κ)y, k + p+ s/2, s/2)
Γ (s/2)

has an analytic continuation to Re(s) > −2 explicitly given by

(9)
1

Γ (s/2 + 1)
[4π(n+ κ)y · σ(4π(n+ κ)y, k + p+ s/2, s/2 + 1)

−(k + p+ s/2− 1) · σ(4π(n+ κ)y, k + p+ s/2− 1, s/2 + 1)].

We next examine the zeta-functions by invoking Lemma 2(c). If ν ≥ 0,
then both Zν,n(s/2 + k/2 + p) and Zν,−n(s/2 + k/2 + p) are holomorphic in
Re(s) ≥ 0 (because p ≥ 0). If ν < 0, then Zν,n(s/2+k/2+p) is holomorphic
in Re(s) ≥ 0, but Zν,−n(s/2 + k/2 + p) is holomorphic in Re(s) ≥ 0 with
the possible exception of a simple pole at s = 0 (which is a concern only for
p = 0). We note, however, that Zν,−n(s/2 + k/2)/Γ (s/2) is always analytic
at s = 0. Since the locations of the potential poles (in Re(s) < 0) of both
Zν,n and Zν,−n are independent of n (see [20]) and since there are at most
finitely many potential poles in 1− k < Re(s) < 0 (see Lemma 1(c)), there
exists δ∗ > 0 (independent of n) such that both Zν,n(s/2 + k/2 + p) and
[Γ (s/2)]−1Zν,−n(s/2+k/2+p) are holomorphic in Re(s) > −δ∗. We now set
δ = min(δ∗, k− 1) and observe that, once we pull in the function 1/Γ (s/2),
both major summands on the right-hand side of the Fourier expansion of
Pν(τ |s) are analytic in Re(s) > −δ.
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In order to conclude the proof, it suffices to show that, once 1/Γ (s/2)
is pulled in and (9) is used, both infinite sums on n converge uniformly in
compact subsets of −δ < Re(s) < 1. But this can be established by using
Lemma 3, Lemma 6 and basic properties of the gamma function.

Lemma 8. Let Pν(τ) = Pν(τ |0). Then for ν ∈ Z and 1 < k < 2 we have
Pν(τ) = Gν(τ) +Rν(τ), where

Gν(τ) = Gν(τ ; k, v) = 2e2πi(ν+κ)τ +
∞∑
n=0

an(ν, k, v)e2πi(n+κ)τ

with

an(ν, k, v) = 2i−k(2π)k(n+ κ)k−1
∞∑
p=0

[−4π2(n+ κ)(ν + κ)]p

p!Γ (k + p)
Zν,n(k/2 + p)

and

Rν(τ) = Rν(τ ; k, v) =
∞∑
n=1

bn(y; ν, k, v)e−2πi(n−κ)τ

with

bn(y; ν, k, v) = −4πi(2yi)1−k Res(Zν,−n(w); k/2)
∞\
1

u−ke−4π(n−κ)yu du.

P r o o f. From (9) and integration by parts it follows that

σ(4π(n+ κ)y, k + p+ s/2, s/2)
Γ (s/2)

∣∣∣∣
s=0

= 1.

From the proof of Lemma 7 we find that

Zν,−n(s/2 + k/2 + p)
Γ (s/2)

∣∣∣∣
s=0

equals zero for all p except possibly p = 0. Using these facts and Lemma 5
gives

Pν(τ) = Gν(τ)+2i−k(2π)k
∞∑
n=1

{
(n− κ)k−1

Γ (k)

∞\
0

(u+1)−1uk−1e−4π(n−κ)yu du

×
[

1
Γ (s/2)

Zν,−n(s/2 + k/2)
]∣∣∣∣
s=0

}
e−2πi(n−κ)τ .

Now, the proof follows from the observation that
∞\
0

(u+ 1)−1uk−1e−4π(n−κ)yu du =
Γ (k)e4π(n−κ)y

[4π(n− κ)y]k−1

∞\
1

w−ke−4π(n−κ)yw dw.

This can be shown by letting (u + 1)−1 =
T∞
0 e−(u+1)t dt, interchanging

integrals and setting t = 4π(n− κ)yw − 4π(n− κ)y.
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7. Cusp forms. For completeness we include the next theorem, which
provides a slight generalization of the formulas found in [6].

Theorem 9. Let Gν(τ) be defined as in Lemma 8. Assume now that
ν ≥ 0 and 1 < k < 2. Then Gν(τ) ∈ C0(k, v) and has the following Fourier
expansion:

Gν(τ) = 2e2πi(ν+κ)τ +
∞∑
n=0

an(ν, k, v)e2πi(n+κ)τ , τ ∈ H,

where

an(ν, k, v)

= 4πi−k
{ ∞∑
c=1

[
Ac(ν, n)

c

(
n+ κ

ν + κ

)(k−1)/2

Jk−1

(
4π
c

√
(ν + κ)(n+ κ)

)

− [2π(n+ κ)]k−1

Γ (k)
· Ac(ν, n)

ck

]
+

[2π(n+ κ)]k−1

Γ (k)
· Zν,n(k/2)

}
.

Here

Jk−1(u) =
∞∑
p=0

(−1)p(u/2)2p+k−1

p!Γ (p+ k)
, u > 0,

is the Bessel function of the first kind of order k − 1.

P r o o f. Recall that Pν(τ) = Gν(τ) + Rν(τ) and observe that Pν(τ)
transforms like a modular form of weight k. But for ν ≥ 0 we have Rν(τ) ≡ 0
and so Gν(τ) ≡ Pν(τ) is a cusp form on Γ (1) of weight k and MS v. The
Fourier expansion results from Lemma 8, the fact that

Zν,n(k/2 + p) =
∞∑
c=1

Ac(ν, n)
ck+2p for p ≥ 1,

and the definition of Jk−1.

Corollary 10. Let Gν(τ) be defined as before but now assume that
ν ≥ 0 and 4/3 < k < 2. Then Gν(τ) ∈ C0(k, v) and has the following
Fourier expansion:

Gν(τ) = 2e2πi(ν+κ)τ +
∞∑
n=0

cn(ν, k, v)e2πi(n+κ)τ , τ ∈ H,

where

cn(ν, k, v) = 4πi−k
(
n+ κ

ν + κ

)(k−1)/2 ∞∑
c=1

Ac(ν, n)
c

Jk−1

(
4π
c

√
(ν+κ)(n+κ)

)
.

P r o o f. This is an immediate consequence of Lemma 4(b) and Theo-
rem 9.



Fourier coefficients of modular forms 301

8. Niebur modular integrals

Theorem 11. Let Gν(τ) be defined as in Lemma 8. Assume now that
ν < 0 and 1 < k < 2.

(a) Gν(τ) ∈ I(−ν, k, v). Specifically , for all V =
(∗ ∗
γ δ

) ∈ Γ (1) and τ ∈ H
we have

[Gν(τ)− v(V )(γτ + δ)−kGν(V τ)]− =
i∞\

V −1(∞)

H∗−ν−1(z)(z − τ)−k dz,

where

H∗−ν−1(z) = (− 1)1−k4πi

×
∞∑
n=0

Res(Z(w;−ν − 1, n, 2− k, v); k/2)e2πi[n+(1−κ)]z

is in C0(2− k, v).
(b) Gν(τ) has the following Fourier expansion:

Gν(τ) = 2e−2πi|ν+κ|τ +
∞∑
n=0

an(ν, k, v)e2πi(n+κ)τ , τ ∈ H,

where

an(ν, k, v)

= 4πi−k
{ ∞∑
c=1

[
Ac(ν, n)

c

(
n+ κ

|ν + κ|
)(k−1)/2

Ik−1

(
4π
c

√
|ν + κ|(n+ κ)

)

− [2π(n+ κ)]k−1

Γ (k)
· Ac(ν, n)

ck

]
+

[2π(n+ κ)]k−1

Γ (k)
· Zν,n(k/2)

}
.

Here

Ik−1(u) =
∞∑
p=0

(u/2)2p+k−1

p!Γ (p+ k)
, u > 0,

is the modified Bessel function of the first kind of order k − 1.

Proof. The Fourier expansion in part (b) is easily derived from Lemma 8.
We now show part (a). Let Pν(τ) and Rν(τ) be defined as in Lemma 8, so

that Gν(τ) = Pν(τ)−Rν(τ). Because ν < 0, Rν(τ) need not be identically
zero. We know that Pν(τ) transforms like a modular form of weight k (but
is not necessarily analytic in τ) and so we must study Rν(τ) more closely.
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Starting from Lemma 8 and interchanging sum and integral we get

Rν(τ) = − 4πi(2yi)1−k
∞\
1

w−kh∗(2iyw − τ) dw

= − 4πi
i∞\
−τ
h∗(z)(z + τ)−k dz.

(Note that we set z = 2iyw − τ and used the fact that z + τ ∈ H.) Here

h∗(z) =
∞∑
n=0

Res(Zν,−n−1(w); k/2)e2πi[n+(1−κ)]z.

Next, we replace z with −z and complex-conjugate both sides to obtain

Rν(τ) = (−1)1−k4πi
i∞\
τ

h∗(−z)(z − τ)−k dz.

From the definition of H∗−ν−1(z) and (5) it follows that

(10) Rν(τ) =
i∞\
τ

H∗−ν−1(z)(z − τ)−k dz.

Let V =
(∗ ∗
γ δ

) ∈ Γ (1). We have

Rν(V τ) =
i∞\
V τ

H∗−ν−1(z)(z − V τ)−k dz

= (γτ + δ)k
−δ/γ\
τ

H∗−ν−1(V u)(γu+ δ)k−2(u− τ)−k du,

where we let z = V u and then used the fact that

(V u− V τ)−k =
(u− τ)−k

(γu+ δ)−k(γτ + δ)−k
.

(It is crucial here that u and τ are both in H.) We now claim that H∗−ν−1(z)
is a cusp form of weight 2− k and MS v and so

(11) Rν(V τ) = v(V )(γτ + δ)k
−δ/γ\
τ

H∗−ν−1(u)(u− τ)−k du.

The required modular relation for Gν now follows from (10), (11) and an
application of Cauchy’s Theorem.

Our claim that H∗−ν−1(z) ∈ C0(2 − k, v) is substantiated in the next
section by Theorem 14. To see that H∗−ν−1 is a constant multiple of Hν ,
replace ν, k, v, and κ with −ν − 1, 2− k, v, and 1− κ, respectively.
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Corollary 12. Let Gν(τ) be defined as before but now assume that
ν < 0 and 4/3 < k < 2. Then Gν(τ) ∈ I(−ν, k, v) and has the following
Fourier expansion:

Gν(τ) = 2e−2πi|ν+κ|τ +
∞∑
n=0

cn(ν, k, v)e2πi(n+κ)τ , τ ∈ H,

where

cn(ν, k, v) = 4πi−k
(
n+ κ

|ν + κ|
)(k−1)/2 ∞∑

c=1

Ac(ν, n)
c

Ik−1

(
4π
c

√
|ν+κ|(n+κ)

)
.

P r o o f. This follows from Lemma 4(b), and Theorem 11(b).

9. Cusp forms revisited. In order to obtain cusp forms of weight
between zero and one it is convenient to consider Qν(τ |s) = Qν(τ |s; k, v) =
ys/2Pν(τ |s), where Pν is defined by (1) and y = Im(τ). Observe that, for
τ ∈ H and Re(s) > 2− k, we have

(12) Qν(τ |s) =
∑

c,d∈Z
(c,d)=1

e2πi(ν+κ)Mτ

v(M)(cτ + d)k
· [Im(Mτ)]s/2,

where M =
(∗ ∗
c d

) ∈ Γ (1), and so

(13) Qν(V τ |s) = v(V )(γτ + δ)kQν(τ |s), τ ∈ H, Re(s) > 2− k,
for all V =

(∗ ∗
γ δ

) ∈ Γ (1). That is, Qν(τ |s) transforms like a modular form
(but is not holomorphic in τ). The Fourier expansion for Qν(τ |s) follows
immediately from that of Pν(τ |s), which is given in Lemma 5. Because we
are now focusing on a different weight range, however, we shall need the
following result concerning the analyticity of Qν(τ |s) in s.

Lemma 13. Let Qν(τ |s) be defined by (12). Assume that ν ∈ Z, ν ≥ 0,
and 0 < k < 1. Then Qν(τ |s) has an analytic continuation in s into the
closed half-plane Re(s) ≥ 2−2k, with the possible exception of a simple pole
at s = 2− 2k.

P r o o f. Our proof here is akin to the one already given for Lemma 7 and
so it will be brief. We shall examine the Fourier expansion of y−s/2Qν(τ |s) =
Pν(τ |s) stated in Lemma 5. As before, the σ-functions are easy to handle.
The functions σ(4π(n+κ)y, k+p+s/2, s/2) and σ(4π(n+κ)y, s/2, k+p+s/2)
are analytic in Re(s) > 0 and Re(s) ≥ 0, respectively. Since 0 < k < 1, both
are clearly analytic in Re(s) ≥ 2 − 2k. We now analyse the zeta-functions
by recalling results from Section 4. For p ≥ 1 we trivially see that both
Zν,n(s/2+k/2+p) and Zν,−n(s/2+k/2+p) are holomorphic in Re(s) ≥ −k.
So the critical case occurs when p = 0. By employing Lemma 2(a) and the
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fact that ν ≥ 0, we find that Zν,−n(s/2 +k/2) is analytic for Re(s) ≥ 2−2k
and that Zν,n(s/2 + k/2) is analytic for Re(s) ≥ 2 − 2k with the possible
exception of a simple pole at s = 2− 2k. The above facts, coupled with the
growth estimates from Lemmas 3 and 6, can be used to finish the proof.

Theorem 14. Let Hν(τ) = Res(Qν(τ |s); s = 2− 2k), with ν ∈ Z, ν ≥ 0,
and 0 < k < 1. Then Hν(τ) ∈ C0(k, v) and has the following Fourier
expansion:

Hν(τ) = 4πi−k2k
∞∑
n=0

Res(Zν,n(w); 1− k/2)e2πi(n+κ)τ , τ ∈ H.

P r o o f. From Lemma 5 and the analysis of the zeta-functions given in
the proof of Lemma 13 we have

Hν(τ) = 2y1−ki−k
(2π)2−k

Γ (1− k)

∞∑
n=0

(n+ κ)1−kσ(4π(n+ κ)y, 1, 1− k)

× Res(Zν,n(s/2 + k/2); 2− 2k)e2πi(n+κ)τ , τ ∈ H.
Now, this and the fact that σ(4π(n+κ)y, 1, 1−k) =Γ (1− k)/[4π(n+ κ)y]1−k

give us the promised Fourier expansion. Notice that Hν(τ) is indeed ana-
lytic in τ . The modular relation for Hν is an immediate consequence of (13),
Lemma 13 and the principle of analytic continuation.

10. Decomposition and basis theorems

Theorem 15. Let Hν(τ) be defined as in Theorem 14, where ν ∈ Z, ν ≥
0, and 0 < k < 1. Also, let C0

H(µ, k, v) denote the space spanned by {Hν}µν=0.
Then there exists µ∗ ∈ Z, µ∗ ≥ 0, such that C0

H(µ∗, k, v) = C0(k, v). That
is, every cusp form on Γ (1) of weight k and MS v is a linear combination
of H0, . . . ,Hµ∗ .

P r o o f. We employ a modification of the standard method which shows
the completeness of Poincaré series of weight greater than two. Let f ∈
C0(k, v). We claim that

(14) 〈f,Hν〉 = 4αν ,

where

f(τ) =
∞∑
n=0

αne
2πi(n+κ)τ .

Here we are using the usual Petersson inner product

〈f1, f2〉 =
\ \
R
f1(τ)f2(τ)yk

dx dy

y2 , τ = x+ yi,
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where R is a fundamental region for Γ (1). (Note that in general the inner
product is valid for f1 ∈ C(µ1, k, v), f2 ∈ C(µ2, k, v) and µ1 + µ2 < 0.) In
order to prove the claim we consider 〈f,Qν〉, where Qν is given by (12). A
calculation, which uses (13) and involves Rankin’s unfolding method, gives

〈f,Qν〉 = 2ανΓ (k − 1 + s/2)[4π(ν + κ)]1−k−s/2,

valid for Re(s) > 2− k. It follows that

(15) 〈f, (s− 2 + 2k)Qν〉 = 4ανΓ (k + s/2)[4π(ν + κ)]1−k−s/2.

The right-hand side of (15) is analytic, in s, for Re(s) > −2k. By Lemma 13,
for fixed τ ∈ H, the function (s−2 + 2k)Qν(τ |s) is analytic in s for Re(s) ≥
2− 2k. Also, for fixed s with Re(s) ≥ 2− 2k, we find that Qν(τ |s) vanishes
exponentially in τ as Im(τ) → ∞. These facts, along with the exponential
decay of f at i∞, imply that 〈f, (s− 2 + 2k)Qν〉 is analytic in s for Re(s) ≥
2 − 2k. So both sides of (15) are analytic in Re(s) ≥ 2 − 2k. Analytic
continuation allows us to set s = 2− 2k in (15) and establishes (14).

We now finish our proof through traditional reasoning. By Theorem 14
the space spanned by {Hν}∞ν=0 is a subspace of C0(k, v). Our claim shows
that the orthogonal complement of this subspace is necessarily trivial. Be-
cause C0(k, v) is finite-dimensional there must exist a nonnegative integer
µ∗ such that C0

H(µ∗, k, v) = C0(k, v).

Theorem 16. Let Gν(τ) be defined as in Lemma 8, and assume that
ν ∈ Z, ν ≥ 0, and 1 < k < 2. Also, let C0

G(µ, k, v) denote the space spanned
by {Gν}µν=0. Then there exists µ∗∗ ∈ Z, µ∗∗ ≥ 0, such that C0

G(µ∗∗, k, v) =
C0(k, v). That is, every cusp form on Γ (1) of weight k and MS v is a linear
combination of G0, . . . , Gµ∗∗ .

P r o o f. The proof of Knopp [6] for 4/3 < k < 2 carries over to the range
1 < k < 2.

Theorem 17. Let Gν(τ) be defined as in Lemma 8, and assume that
ν ∈ Z, ν < 0, and 1 < k < 2. Also, let W (µ, k, v), µ ∈ Z+, denote the
space spanned by {Gν}−µν=−1. Then I(µ, k, v) = W (µ, k, v) ⊕ C0(k, v). That
is, every Niebur modular integral on Γ (1) of weight k and MS v can be
uniquely written as the sum of a cusp form and a finite linear combination
of the functions Gν(τ).

P r o o f. We obviously have W (µ, k, v)⊕C0(k, v) ⊂ I(µ, k, v) and so it re-
mains to prove the reverse inclusion. We shall first show that dim I(µ, k, v) ≤
dimW (µ, k, v)+dimC0(k, v) for µ sufficiently large. Recall that C(µ, k, v) is
a subspace of I(µ, k, v) and consider I(µ, k, v)/C(µ, k, v). Now, each Niebur
modular integral has a unique cusp form (of complementary weight and con-
jugate MS) corresponding to it. In fact, there exists a homomorphism from
I(µ, k, v) into C0(2 − k, v) with kernel C(µ, k, v). A basic homomorphism
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theorem tells us that dim I(µ, k, v)/C(µ, k, v) ≤ dimC0(2 − k, v). Because
both C0(2− k, v) and C(µ, k, v) are finite-dimensional, so is I(µ, k, v) and

(16) dim I(µ, k, v) ≤ dimC(µ, k, v) + dimC0(2− k, v).

We next invoke Petersson’s Riemann–Roch Theorem for automorphic forms
[13, p. 188]. A double application of this theorem gives

(17) dimC(µ, k, v)− dimC0(k, v)

= µ+ dimC(−µ, 2− k, v)− dimC0(2− k, v).

From (16) and (17) it follows that

dim I(µ, k, v) ≤ µ+ dimC0(k, v) + dimC(−µ, 2− k, v).

Now, since dimC0(2− k, v) <∞, there exists an N such that

dimC(−µ, 2− k, v) = 0 for µ ≥ N.
Since dimW (µ, k, v) = µ we get

dim I(µ, k, v) ≤ dimW (µ, k, v) + dimC0(k, v) for µ ≥ N.
This shows that I(µ, k, v) = W (µ, k, v) ⊕ C0(k, v) for µ ≥ N . We next
assume that µ < N and that G ∈ I(µ, k, v). Hence, G ∈ I(N, k, v) =
W (N, k, v)⊕ C0(k, v) and because G has order at ∞ greater than or equal
to −µ + κ we must have G ∈ W (µ, k, v) ⊕ C0(k, v). Therefore I(µ, k, v) ⊂
W (µ, k, v)⊕C0(k, v) and so I(µ, k, v) = W (µ, k, v)⊕C0(k, v) for all µ ≥ 1.

11. Special cases. In this section we relate our work to some established
results concerning modular forms on Γ (1) of small weight. We first focus on
cusp forms, which are actually rather rare. Specifically, it is known (see, for
example, [8, pp. 349–350]) that C0(k, v), 0 < k < 2, is either 0-dimensional
or is spanned by only one function, η2k(τ), where

η(τ) = eπiτ/12
∞∏

l=1

(1− e2πilτ ), τ ∈ H,

is the Dedekind eta-function. The latter happens for only one out of the six
possible MS for Γ (1) in weight k. These facts facilitate the following

Theorem 18. Let η(τ) be defined as above and let vη be the MS associated
with η(τ).

(a) For 0 < k < 1 and v ≡ v2k
η we have

η2k(τ)=e2πikτ/12+Ck
∞∑
n=1

Res(Z(w; 0, n, k, v); 1−k/2)e2πi(n+k/12)τ , τ ∈ H.

Here Ck = [Res(Z(w; 0, 0, k, v); 1 − k/2)]−1 and Z(w; 0, n, k, v), n ≥ 0, is
Selberg’s Kloosterman zeta-function.
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(b) For 1 < k < 2 and v ≡ v2k
η we have

η2k(τ) = e2πikτ/12 +Dk

∞∑
n=1

an(0, k, v)e2πi(n+k/12)τ , τ ∈ H.

Here Dk = [2+a0(0, k, v)]−1 and an(0, k, v), n ≥ 0, is as given in Theorem 9.

P r o o f. We first prove part (a). It suffices to show that the cusp form
H0 = H0(τ ; k, v2k

η ) is nontrivial. The given expansion will then follow from
Theorem 14. Assume to the contrary that H0 vanishes identically and con-
sider the Petersson inner product 〈η2k,H0〉. Now, the definition of η(τ) and
the inner product formula (14) tell us that 〈η2k,H0〉 = 4. This contradicts
our assumption and shows part (a). The proof of part (b) is quite similar
and the expansion is from Theorem 9.

Corollary 19. Let the Niebur modular integral Gν(τ) = Gν(τ ; k, v)
be defined as before, with ν < 0 and 1 < k < 2. Also, let vη be the MS
associated with η(τ).

(a) If v ≡ v2k+4j
η , j ∈ {0, 1, 2, 3, 4}, then Gν(τ) is a modular form for

all ν.
(b) If v ≡ v2k+20

η , then G−1(τ) is not a modular form.

P r o o f. This follows from Theorem 11 and Theorem 18(a).

If dimC0(k, v) > 0, then in general it is rather difficult to ascertain
whether a cusp form which arises from a Poincaré series is nontrivial or is
mockingly an “expansion of zero”. For small half-integral weights, however,
we can establish

Theorem 20. Assume that ν ≥ 0 and let the cusp forms Hν(τ ; k, v) and
Gν(τ ; k, v) be defined as before.

(a) Hν(τ ; 1/2, vη) is nontrivial if and only if ν = m(3m+ 1)/2,m ∈ Z.
(b) Gν(τ ; 3/2, v3

η) is nontrivial if and only if ν = m(m+ 1)/2,m ∈ Z.

P r o o f. Part (a) follows from (14) and the Fourier expansion

η(τ) = eπiτ/12
∞∑

m=−∞
(−1)meπim(3m+1)τ , τ ∈ H,

and part (b) follows similarly from the expansion

η3(τ) = eπiτ/4
∞∑
m=0

(−1)m(2m+ 1)eπim(m+1)τ , τ ∈ H.

These are essentially the celebrated identities of Euler and Jacobi, respec-
tively (see, for example, [7, pp. 34–39]).



308 W. de A. Pribitkin

Corollary 21. Assume now that ν < 0 and let the Niebur modular in-
tegral Gν(τ ; k, v) be defined as before. Then Gν(τ ; 3/2, v23

η ) is not a modular
form if and only if ν = −m(3m+ 1)/2− 1,m ∈ Z.

P r o o f. This is an immediate consequence of the previous theorem and
Theorem 11. Note that v23

η = v−1
η is the conjugate MS of vη.

Corollaries 19 and 21 tell us that “almost surely” Gν(τ ; 3/2, v) is a mod-
ular form. The validity of this statement for weight k, 1 < k < 2, depends
solely upon whether the cusp form η4−2k(τ) is lacunary.
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