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1. Introduction. In 1986, during the problem session at the West Coast Number Theory Conference, the second author stated the following:

**Conjecture 1.** Let $n$ be an integer $\geq 2$, and let $f(x) = 1 + x + x^2 + \ldots + x^n$. Then $f'(x)$ is irreducible over the rationals.

He noted then that the conjecture is true if $n = p - 1 \geq 2$ or if $n = p^r$ where $p$ is a prime and $r$ a positive integer. Calculations showed the conjecture also held for $n \leq 100$. Recently, in a study of more general polynomials, the first author [2] obtained further irreducibility results for $f(x)$; in particular, he established irreducibility in the case where $n + 1$ is a squarefree number $\geq 3$ and in the case $n = 2p - 1$ where $p$ is prime.

The third author independently observed that $f^{(k)}(x)$ is Eisenstein if $n = p - 1$ for every integer $k \in [1, n - 1]$ and, based on some further computations, conjectured:

**Conjecture 2.** Let $n$ and $k$ be integers with $n \geq 2$ and $1 \leq k \leq n - 1$, and let $f(x) = 1 + x + x^2 + \ldots + x^n$. Then $f^{(k)}(x)$ is irreducible over the rationals.

In 1991, again during the problem session at the West Coast Number Theory Conference, Jeff Lagarias mentioned a class of polynomials associated with some work of Eugene Gutkin [5] concerning billiards. Eugene Gutkin was interested in showing that the polynomials had no roots in common other than from obvious cyclotomic factors. As a consequence, Jeff Lagarias made the following conjecture attributed to Eugene Gutkin:
Conjecture 3. Let $n$ be an integer $\geq 4$, and let
$$p(x) = (n - 1)(x^{n+1} - 1) - (n + 1)(x^n - x).$$
Then $p(x)$ is $(x - 1)^3$ times an irreducible polynomial if $n$ is even and $p(x)$ is $(x - 1)^3(x + 1)$ times an irreducible polynomial if $n$ is odd.

In this paper, we explain some approaches to these three conjectures. The connection between Conjecture 3 and the two previous conjectures is more transparent if one observes that in Conjecture 1 we have $f(x) = (x^{n+1} - 1)/(x - 1)$ so that
$$f'(x) = \frac{nx^{n+1} - (n + 1)x^n + 1}{(x - 1)^2}.$$ Higher derivatives of $f(x)$ as in Conjecture 2 take a similar form. We are able to show that Conjectures 1 and 3 hold for almost all $n$ and that Conjecture 2 holds for most choices of $n$ and $k$. More precisely, we establish each of the following theorems.

Theorem 1. Let $\varepsilon > 0$. For all but $O(t^{1/3+\varepsilon})$ positive integers $n \leq t$, the derivative of the polynomial $f(x) = 1 + x + x^2 + \ldots + x^n$ is irreducible.

Theorem 2. Fix a positive integer $k$. For all but $o(t)$ positive integers $n \leq t$, the $k$th derivative of the polynomial $f(x) = 1 + x + x^2 + \ldots + x^n$ is irreducible.

Theorem 3. Fix a positive integer $m$. There is an $N$ such that if $n$ is a positive integer $\geq N$ and $f(x) = 1 + x + x^2 + \ldots + x^n$, then the polynomial $f^{(n-m)}(x)$ is irreducible.

Theorem 4. Let $\varepsilon > 0$. For all but $O(t^{4/5+\varepsilon})$ positive integers $n \leq t$, the polynomial
$$p(x) = (n - 1)(x^{n+1} - 1) - (n + 1)(x^n - x),$$
is such that $p(x)$ is $(x - 1)^3$ times an irreducible polynomial if $n$ is even and $p(x)$ is $(x - 1)^3(x + 1)$ times an irreducible polynomial if $n$ is odd.

In Theorem 2, our arguments give $O(t \log \log t/\log t)$ in place of $o(t)$. We would be interested in an upper bound of the type $O(t^\theta)$ for some $\theta \in (0, 1)$ that is independent of $k$. Our arguments suggest that such a $\theta$ exists, but we have been unable to establish this.

The rest of the paper is organized as follows. In the next section, we give a proof of Theorem 3. The proofs of the remaining theorems above that we will present here rely on the location of the $p$-adic zeros of the polynomials. Section 3 establishes some preliminary results based on these zeros. As noted at the end of that section, these preliminary results can be extended to handle certain other classes of polynomials where almost all polynomials in the class have one non-cyclotomic irreducible factor. In the
remaining sections of the paper, we give proofs of each of the remaining theorems based on these preliminary results.

Acknowledgments. The authors express their thanks to Andrzej Schinzel who encouraged the first three authors to correspond with one another in matters related to this research. They also express their gratitude to Charles Nicol for early remarks concerning this work.

2. A proof of Theorem 3 and further remarks. Consider $f(x)$ as in Theorem 3. If $m = 1$, then $f^{(n-m)}(x)$ is linear and, hence, irreducible for every integer $n \geq 1$. If $m = 2$, then $f^{(n-m)}(x)$ is quadratic and it is a simple matter to show that this quadratic has imaginary roots. Thus, in this case, $f^{(n-m)}(x)$ is irreducible for every integer $n \geq 2$. It is of some interest to continue by considering the cubics one obtains in Theorem 3 by setting $m = 3$. The proof we will present for Theorem 3 is effective so that in theory it is possible to determine for a fixed $m$ what polynomials of the form $f^{(n-m)}(x)$ are reducible. We will demonstrate this at the end of the section by showing that for $m = 3$ the cubic $f^{(n-m)}(x)$ is irreducible for every integer $n \geq 4$.

We turn now to the proof of Theorem 3. Observe that

$$f^{(n-m)}(x) = \sum_{j=n-m}^{n} j(j-1) \ldots (j-n+m+1)x^{j-n+m}$$

$$= \sum_{j=0}^{m} (n-j)(n-j-1) \ldots (m-j+1)x^{m-j}.$$ 

We set $k = n - m$ and consider the polynomial

$$F_k(x) = \frac{x^m f^{(k)}(1/x)}{k!}$$

$$= \sum_{j=0}^{m} \frac{(k+m-j)(k+m-j-1) \ldots (m-j+1)}{k!} x^j$$

$$= \sum_{j=0}^{m} \binom{k+m-j}{m-j} x^j = \sum_{j=0}^{m} \binom{k+j}{j} x^{m-j}.$$ 

It suffices now to show that if $k$ is sufficiently large, then the polynomial $F_k(x)$ is irreducible.

For a prime $p$ and an integer $a$, we define $\nu(a) = \nu_p(a) = e$ where $p^e \parallel a$. We define the Newton polygon of a polynomial $F(x) = \sum_{j=0}^{n} a_j x^j$ as the lower convex hull of the points $(j, \nu(a_j))$ (cf. [3], [6], [15]). We consider the Newton polygon of a polynomial $F(x)$. Let the lattice points along the edges be $(x_0, y_0), (x_1, y_1), \ldots, (x_s, y_s)$ with $0 = x_0 < x_1 < \ldots < x_s = \deg F(x)$. 


Then the degree of any irreducible factor of $F(x)$ (over $\mathbb{Z}[x]$) must be some sum of the differences $x_1 - x_0, x_2 - x_1, \ldots, x_s - x_{s-1}$. In other words, if $r$ is the degree of an irreducible factor of $F(x)$, then there are integers $j_1, \ldots, j_t$ with $1 \leq j_1 < \ldots < j_t \leq s$ such that $r = \sum_{i=1}^{t} (x_{j_i} - x_{j_i-1})$.

The next result is due to Sylvester [13] and was first used to obtain irreducibility results by I. Schur [11]. It is a generalization of Bertrand’s postulate that for every integer $m \geq 1$, there is a prime in the interval $(m, 2m]$ (take $k = m$).

**Lemma 1.** Let $m$ and $k$ be positive integers with $m \geq k$. Then there is a prime $p \geq k + 1$ which divides one of the numbers $m+1, m+2, \ldots, m+k$.

We will also use an effective version of Thue’s theorem (it follows with a little modification from Theorem 4.1 in [1]; also see [12]).

**Lemma 2.** Let $a, b$, and $d$ be integers with $d \neq 0$. Let $q$ be a positive integer $\geq 3$. Then there are finitely many integer pairs $(x, y)$ for which $ax^q - by^q = d$. Furthermore, these pairs can effectively be determined.

The following is a combinatorial lemma and follows directly from (5.26) of [4].

**Lemma 3.** Let $m$ and $k$ be positive integers. Let $F_k(x)$ be as in the theorem. Then

$$F_k(x+1) = \sum_{j=0}^{m} \binom{k + m + 1}{j} x^{m-j}.$$
prime $p$ has as its left-most edge the line segment with endpoints $(0, r)$ and $(m-t, 0)$. Recall that $l \geq t + 1$. Since $F_k(x)$ has the factor $g(x)$ of degree $l$, it follows that there must be two lattice points, say $(a, b)$ and $(c, d)$ with $c > a$, on the left-most edge of the Newton polygon of $F_k(x)$ with $c - a \leq l$. On the other hand, by considering the slope of the left-most edge, we see that

$$\frac{|d - b|}{c - a} = \frac{r}{m-t} \Rightarrow (m-t)|d - b| = (c - a)r.$$  

The definition of $q$ implies $c - a \leq l < q$. Thus, $q$ and $c - a$ are relatively prime (for $q$ prime, this is clear; in the case $l = 1$ where we have defined $q = m$, this follows since $c - a \leq l = 1$ implies $c - a = 1$). On the other hand, $q | (m-t)$, so the above equation gives that $q$ divides $r$ as claimed.

We now make use of Lemma 3. We consider any prime $p > m$ dividing $k + m - t + 1$, and let $r$ be the positive integer such that $p^r$ exactly divides $k + m - t + 1$. Observe that since $t \leq l - 1 \leq m/2 - 1$, we have $k + m - t + 1 \neq k + t + 1$, so we are in a different situation than the above. We use an argument similar to the above to show that $q$ divides $r$ in this situation as well. Here, we have

$$\binom{k+m+1}{j} = \frac{(k+m+1)(k+m)...(k+m-j+2)}{j!}.$$  

The conditions $p > m$ and $p^r$ exactly divides $k + m - t + 1$ with $r \geq 1$ imply that for every $j$ with $t + 1 \leq j \leq m$, $p^r$ exactly divides $\binom{k+m+1}{j}$. Also, $p$ does not divide $\binom{k+m+1}{t}$. We deduce that the Newton polygon of $F_k(x + 1)$ with respect to $p$ contains the line segment with endpoints $(0, r)$ and $(m-t, 0)$. The same argument as above gives as before that since $F_k(x)$ (and hence $F_k(x + 1)$) has a factor of degree $l$, $q$ must divide $r$.

Let $p_1, \ldots, p_s$ denote the distinct primes $\leq m$. Let

$$T = \{p_1^{e_1} \ldots p_s^{e_s} : 0 \leq e_j \leq q - 1 \text{ for each } j\}.$$  

By the above, $k + m - t + 1 = au^q$ and $k + t + 1 = bv^q$ for some integers $a$ and $b$ in $T$ and some integers $u$ and $v$. We deduce that $(u, v)$ is a solution to the diophantine equation $ax^q - by^q = m - 2t$. Note that $m - 2t > 0$ and that $q$ and $t$ only depend on $m$ and $l$. For each choice of $a$ and $b$ in $T$, we deduce from Lemma 2 that there are only finitely many $k$ with $k + m - t + 1 = au^q$ and $k + t + 1 = bv^q$ as above. Since $T$ is a finite set, there are only finitely many $F_k(x)$ with a factor in $\mathbb{Z}[x]$ of degree $l$. This completes the proof of Theorem 3.

We end this section by establishing that the cubics obtained by taking derivatives of $f(x)$ as in Theorem 3 are all irreducible.

**Theorem 5.** Let $f(x) = 1 + x + x^2 + \ldots + x^n$. For every integer $n \geq 4$, the polynomial $f^{(n-3)}(x)$ is irreducible.
As in our arguments above (with $m = 3$), we consider

$$F_k(x) = x^3 + \binom{k+1}{1}x^2 + \binom{k+2}{2}x + \binom{k+3}{3}.$$  

We want to show that $F_k(x)$ is irreducible for all $k \geq 1$. In the argument for Theorem 3, we have $m = q = 3, l = 1, \text{ and } t = 0$. We deduce that $k + 4 = au^3$ and $k + 1 = bv^3$ for some positive integers $a, b, u, \text{ and } v$ with $a$ and $b$ divisors of 36. Such $k$ are determined from the diophantine equation $au^3 - bv^3 = 3$.

Since one of $k + 4 = au^3$ and $k + 1 = bv^3$ is odd, at least one of $a$ and $b$ is odd. We show further that only the cases where $a$ and $b$ are both not divisible by 9 are of interest to us (in other words, we need only consider $a$ and $b$ divisors of 12). If $3^{3e+2}$ exactly divides $k + 1$ for some non-negative integer $e$, then the Newton polygon of $F_k(x)$ with respect to 3 consists of a line segment with endpoints $(0, 3e + 1)$ and $(3, 0)$. This segment contains no lattice points other than the endpoints. Hence, $F_k(x)$ is irreducible. An analogous argument works when $3^{3e+2}$ exactly divides $k + 4$ by considering $F_k(x + 1)$ rather than $F_k(x)$. It follows then that $a$ and $b$ must be divisors of 12.

Our next two lemmas appear in [7], Theorem 5 on page 220 and Theorem 6 on page 225.

**Lemma 4.** If $d > 1$, the equation $u^3 + dv^3 = 1$ has at most one integer solution with $uv \neq 0$. If such a solution exists, then necessarily $u + v\sqrt[d]{d}$ is the fundamental unit in the ring $\mathbb{Z}[\sqrt[d]{d}]$.

**Lemma 5.** The complete set of solutions to the diophantine equation $2u^3 - v^3 = 3$ is given by $(u, v) = (1, -1)$ and $(u, v) = (4, 5)$, and the complete set of solutions to the diophantine equation $4u^3 - v^3 = 3$ is given by $(u, v) = (1, 1)$.

Lemma 4 will be used to examine solutions to

$$u^3 - 2v^3 = 1, \quad u^3 - 4v^3 = 1, \quad u^3 - 9v^3 = 1,$$

$$u^3 - 18v^3 = 1, \quad \text{ and } \quad u^3 - 36v^3 = 1.$$  

We will want $uv \neq 0$. Integer solutions to these correspond to integer solutions to $u^3 + 2(-v)^3 = 1$ and $u^3 + 4(-v)^3 = 1$. Lemma 4 asserts that there is at most one solution to $u^3 + 2(-v)^3 = 1$ with $uv \neq 0$. Apparently, this is given by $(u, v) = (-1, -1)$. Similarly, the equation $u^3 - 9v^3 = 1$ has $(u, v) = (-2, -1)$ as its only solution with $uv \neq 0$. Now, we apply Lemma 4 to the second equation. Observe that $1 + \sqrt{4} - (\sqrt{4})^2$ is a unit in $\mathbb{Z}[\sqrt{4}]$ in the interval $(0, 1)$. If the fundamental unit in $\mathbb{Z}[\sqrt{4}]$ were of the form $u + v\sqrt{4}$ with $u$ and $v$ integers satisfying $u^3 + 4v^3 = 1$, then there would be some
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positive integer $t$ for which

$$(u + v \sqrt[3]{4})^t = 1 + \sqrt[3]{4} - (\sqrt[3]{4})^2.$$ 

Expanding the left side and writing it in terms of the basis \( \{ 1, \sqrt[3]{4}, (\sqrt[3]{4})^2 \} \), we see that $v$ will be a divisor of the coefficient of $\sqrt[3]{4}$ and a divisor of the coefficient of $(\sqrt[3]{4})^2$. We deduce that $v$ divides 1 and, hence, is $\pm 1$. Since $u^3 + 4v^3 = 1$, we easily obtain a contradiction. Therefore, the fundamental unit in \( \mathbb{Z}[\sqrt[3]{4}] \) cannot be of the form stated in Lemma 4, and we deduce that there are no solutions to $u_3 + 4(-v)^3 = 1$ with $uv \neq 0$. A similar argument can be used to show that each of the equations $u^3 - 18v^3 = 1$ and $u^3 - 36v^3 = 1$ do not have integer solutions with $uv \neq 0$. For this purpose, one can check that $1 - 3\sqrt[3]{18} + (\sqrt[3]{18})^2$ is a unit in the ring $\mathbb{Z}[\sqrt[3]{18}]$ and $1 + 3\sqrt[3]{36} - (\sqrt[3]{36})^2$ is a unit in the ring $\mathbb{Z}[\sqrt[3]{36}]$ and that each is between 0 and 1.

Lemma 5 is only part of Theorem 6 in [7, p. 225]. The first sentence of Lemma 5 is stated explicitly. The second sentence follows by considering $4u^3 + (-v)^3 = 3$ in Theorem 6. Theorem 6 in [7] implies that there is at most one solution to this diophantine equation. Apparently, it is given by $(u, v) = (1, 1)$.

Given the restrictions on $a$ and $b$ above, we show next that the only solutions to $au^3 - bv^3 = 3$ with $u$ and $v$ positive arise from one of the following:

(i) $(a,b) = (4,1)$ and $(u,v) = (1,1)$,
(ii) $(a,b) = (6,3)$ and $(u,v) = (1,1)$,
(iii) $(a,b) = (2,1)$ and $(u,v) = (4,5)$,
(iv) $(a,b) = (1,3)$ and $(u,v) = (3,2)$.

To simplify matters, we restrict ourselves to $a \geq b$. If $a < b$ and $au^3 - bv^3 = 3$ with $u$ and $v$ positive, then also $b(-v)^3 - a(-u)^3 = 3$. Thus, we can make the restriction $a \geq b$ provided we also consider solutions with both $u$ and $v$ negative. Given our restrictions on $a$ and $b$, we find that there are only six cases to consider.

Case 1: $(a,b) = (1,1)$. Here, we want solutions to $u^3 - v^3 = 3$. Since we are considering $u$ and $v$ to have the same sign, we have $uv > 0$. Then the factor $u^2 + uv + v^2$ of $u^3 - v^3$ is $\geq 3$ with equality if and only if $uv = 1$. We easily deduce that $u^3 - v^3 = 3$ has no solutions in integers $u$ and $v$ with $uv > 0$.

Case 2: $(a,b) = (2,1)$. Here, we are interested in solutions of $2u^3 - v^3 = 3$ with $uv > 0$. We apply Lemma 5 above to obtain the unique solution $(u,v) = (4,5)$.

Case 3: $(a,b) = (4,1)$. From Lemma 5, the only solution to $4u^3 - v^3 = 3$ is $(u,v) = (1,1)$. 
Case 4: \((a, b) = (3, 3)\). If \(3u^3 - 3v^3 = 3\), then \(u^3 - v^3 = 1\). Since we require \(uv > 0\), the factor \(u^2 + uv + v^2\) of \(u^3 - v^3\) is \(\geq 3\) so that \(u^3 - v^3 = 1\) has no solutions in integers \(u\) and \(v\) with \(uv > 0\).

Case 5: \((a, b) = (6, 3)\). If \(6u^3 - 3v^3 = 3\), then \(2u^3 - v^3 = 1\). As noted above, Lemma 4 implies \(u_2^3 - 2v^3 = 1\) has only the solution \((u, v) = (-1, -1)\). Interchanging the roles of \(u\) and \(v\) and changing the signs of \(u\) and \(v\), we deduce that \(2u_2^3 - v_2^3 = 1\) has only the solution \((u, v) = (1, 1)\) (assuming \(uv > 0\)).

Case 6: \((a, b) = (12, 3)\). If \(12u^3 - 3v^3 = 3\), then \(4u_3^3 - v_3^3 = 1\). From the comments after Lemma 4 above, it follows that there are no integer solutions to \(4u_3^3 - v_3^3 = 1\) with \(uv \neq 0\).

Case 7: \((a, b) = (3, 1)\). Here, \(3u^3 - v^3 = 3\) so that \(v = 3v'\) for some integer \(v'\). Substituting we obtain \(u^3 - 9(v')^3 = 1\). Lemma 4 implies that the only solution to this equation is \((u, v') = (-2, -1)\). We deduce that \((u, v) = (-2, -3)\). Since \(u\) and \(v\) are both negative, this gives rise to a solution with the roles of \(a\) and \(b\) interchanged. We obtain the solution indicated by (iv).

Case 8: \((a, b) = (6, 1)\). Here, \(6u^3 - v^3 = 3\) so that \(v = 3v'\) and we obtain \(2u^3 - 9(v')^3 = 1\). Cubes modulo 9 are congruent to one of 0, 1, and \(-1\). We easily deduce by working modulo 9 that no such \(u\) and \(v'\) exist.

Case 9: \((a, b) = (12, 1)\). Here, \(12u^3 - v^3 = 3\) so that \(v = 3v'\) and we obtain \(4u^3 - 9(v')^3 = 1\). As in the previous case, an easy argument modulo 9 shows no solutions exist.

Case 10: \((a, b) = (3, 2)\). Here, \(3u^3 - 2v^3 = 3\) so that \(v = 3v'\) and we obtain \(u^3 - 18(v')^3 = 1\). From the comments after Lemma 4, there are no such \(u\) and \(v'\).

Case 11: \((a, b) = (4, 3)\). Here, \(4u^3 - 3v^3 = 3\) so that \(u = 3u'\) for some integer \(u'\), and we obtain \(36(u')^3 - v^3 = 1\). Equivalently, \((-v)^3 - 36(-u')^3 = 1\). From the comments after Lemma 4, there are no such \(u'\) and \(v\).

We deduce from (i)–(iv) that we only need to consider the four possibilities \(k + 1 = 1, k + 1 = 3, k + 1 = 27,\) and \(k + 1 = 125\). One checks the latter three directly to see that \(F_k(x)\) is irreducible. We are not allowing \(k = 0\) so the first possibility does not really arise. This completes the proof of Theorem 5.

3. Preliminary results. For \(p\) a prime, we let \(|\cdot|_p\) represent the \(p\)-adic norm on \(\mathbb{Q}\) and let \(\mathbb{Q}_p\) denote the completion of the rationals with respect to this norm. We denote by \(\nu_p(a)\) the value of \(-\log |a|_p/\log p\) where we interpret \(\nu_p(0)\) as \(\infty\). Both \(|\cdot|_p\) and \(\nu_p\) extend in a natural way to the algebraic closure of \(\mathbb{Q}_p\). We drop the subscripts when using \(\nu_p\) when it is clear what the prime \(p\) under consideration is. We make use of the Newton polygon
of a polynomial \( f(x) = \sum_{j=0}^{n} a_j x^j \) with coefficients in some extension of \( \mathbb{Q}_p \); as in the previous section, this Newton polygon is defined as the lower convex hull of the points \((j, \nu(a_j))\). Throughout the remainder of this paper, we work in an algebraic closure of \( \mathbb{Q}_p \) unless noted otherwise or unless it is clear from the context that we are working in \( \mathbb{C} \). As references, we mention the books of Gouvêa [3], Koblitz [6], and Weiss [15].

A lemma we will make use of throughout the remainder of the paper is the following.

**Lemma 6.** Let \( \zeta \) be an \( m \)th \( p \)-adic root of unity and \( \zeta' \) an \( m' \)th \( p \)-adic root of unity with \( \zeta' \neq \zeta \). Suppose \( p \nmid mm' \). Then \( \nu(\zeta - \zeta') = 0 \).

The lemma follows from Lemma 2.12 of [14]. It is also easily established by observing that \( \zeta(\zeta')^{-1} - 1 \) is a root of \( \sum_{j=0}^{mm'} (x+1)^j \), a monic polynomial with constant term relatively prime to \( p \). We will make particular use of the lemma with \( \zeta' = \pm 1 \).

The next result, an essential ingredient to our arguments for Theorems 1 and 2, is based on the work of the first author in [2].

**Proposition 1.** Let \( w(x) = \sum_{j=0}^{n+1} a_j x^j \in \mathbb{Z}[x] \) with \( a_{n+1} \neq 0 \), and let \( m \) and \( r \) be integers with \( m > 0 \), \( r \geq 0 \), \( n+1 = m+r \). Let \( p \) be a prime such that \( p \mid m \), \( p > r \), and \( p \nmid a_{n+1} \). Write \( m = p^l m' \) where \( \nu_p(m') = 0 \). Suppose that \( w(x) \equiv a_{n+1}(x^m - 1)x^r \pmod{p^l} \) and that, for each \( \zeta \neq 1 \) such that \( \zeta^{m'} = 1 \), we have \( \nu_p(w(\zeta)) = l \). Let \( w(x) = g(x)h(x) \) be a factorization of \( w(x) \) in \( \mathbb{Z}[x] \). Let

\[
A = \sum_{g(\beta)=0} \left( \beta - \frac{1}{\beta} \right), \quad B = \sum_{h(\gamma)=0} \left( \gamma - \frac{1}{\gamma} \right),
\]

\[
C = \sum_{g(\beta)=0} (1 - \beta) \quad \text{and} \quad D = \sum_{h(\gamma)=0} (1 - \gamma),
\]

where the sums are over the distinct roots of \( g(x) \) and \( h(x) \) and where we consider \( A \) and \( B \) only in the case where \( a_0 \neq 0 \). Then \( A, B, C, \) and \( D \) are rational numbers satisfying:

(i) if \( r = 0 \), then each of \( \nu(A) \), \( \nu(B) \), \( \nu(C) \), and \( \nu(D) \) is positive,

(ii) if \( r > 0 \), \( p^l \parallel a_0 \), and \( \gcd(l, r) = 1 \), then either \( \nu(A) > 0 \), \( \nu(C) > 0 \), \( p \mid h(0) \), and \( D \neq 0 \) or \( \nu(B) > 0 \), \( \nu(D) > 0 \), \( p \nmid g(0) \), and \( C \neq 0 \).

**Comment.** We have defined \( A, B, C, \) and \( D \) as sums over distinct roots of \( g(x) \) or \( h(x) \). The conclusions of the proposition, however, hold even if any of these sums is taken over the roots counted to their multiplicities. The same proof below, word for word, can be used to establish this.

**Proof.** First, we observe that each of \( A, B, C, \) and \( D \) is rational; this follows as each is a symmetric function of the roots of either \( g(x) \) or \( h(x) \),...
both of which contain rational coefficients. Note that the rational values of $A$, $B$, $C$, and $D$ depend only on the coefficients of $g(x)$ and $h(x)$. It follows that these values are independent of whether we view the roots $\beta$ of $g(x)$ and the roots $\gamma$ of $h(x)$ as complex numbers or as lying in an algebraic closure of $\mathbb{Q}_p$.

We begin by determining information about the $p$-adic location of the zeros of $w(x)$. Let $\zeta$ be an $m'$th root of unity different from 1. We determine next the Newton polygon of $f(x) = w(x + \zeta)$. Write $f(x) = \sum_{j=0}^{n+1} b_j x^j$ and observe that $b_0 = f(0) = w(\zeta)$. We deduce that the left-most endpoint of the Newton polygon of $f(x)$ is $(0, \nu(w(\zeta))) = (0, l)$. Also, the conditions in the lemma imply that there is a $v(x) \in \mathbb{Z}[x]$ for which $w(x) = a(x^{m+\nu} - x^r) + p^j v(x)$ where $a = a_{n+1}$. Note that $p \nmid a$. It follows that

$$f(x) = a((x + \zeta)^{m+r} - (x + \zeta)^r) + p^j v(x + \zeta)$$

$$= a \sum_{j=0}^{m+r} \left( \binom{m+r}{j} \zeta^{m+r-j} \left( \binom{r}{j} \right) x^j + p^j v(x + \zeta) \right)$$

$$= a \sum_{j=0}^{m+r} \left( \binom{m+r}{j} \left( \binom{r}{j} \right) x^j \zeta^{r-j} + p^j v(x + \zeta) \right)$$

where $\binom{r}{j}$ is zero if $j > r$. We use the fact that $\nu(x + y) \geq \min\{\nu(x), \nu(y)\}$ with equality when $\nu(x) \neq \nu(y)$. We deduce

$$\nu(b_j) \geq \min\left\{ l, \nu\left( \frac{\binom{m+r}{j}}{\binom{r}{j}} \right) \right\},$$

and equality holds if the minimum is not $l$. For $1 \leq j \leq r$, the conditions $p^j | m$ and $p > r$ imply that $\binom{m+r}{j} \equiv \binom{r}{j} \pmod{p^j}$, and we obtain $\nu(b_j) \geq l$.

For $j > r$, we have $\binom{r}{j} = 0$. One easily checks that

$$\nu\left( \frac{\binom{m+r}{j}}{p^u} \right) = l - u \quad \text{for} \ 1 \leq u \leq l$$

and

$$\nu\left( \frac{\binom{m+r}{j}}{p^u} \right) \geq l - u \quad \text{if} \ p^u \leq j < p^{u+1} \text{ and } 1 \leq u \leq l - 1.$$ 

Furthermore, this last inequality holds also for $u = 0$ provided $j$ is restricted to $r < j < p$. We deduce that $\nu(b_{p^u}) = l - u$ for $1 \leq u \leq l$ and that $\nu(b_j) \geq l - u$ for $p^u \leq j < p^{u+1}$ and $0 \leq u \leq l - 1$. Also, $\nu(b_j) \geq 0$ for $p^j < j \leq n + 1$. It follows that the Newton polygon of $f(x)$ has left-most edges joining the points $(0, l)$ and $(p^u, l - u)$ for $1 \leq u \leq l$. (It is easy to see that the right-most edge is the segment with endpoints $(p^j, 0)$ and $(n + 1, 0)$, but we will not need this fact.)
We use the classical connection between Newton polygons of a polynomial and the $p$-adic roots of the polynomial. We deduce that $f(x)$ has exactly $p$ roots $\alpha$ with $\nu(\alpha) = 1/p$ and, for each $u \in \{1, 2, \ldots, l-1\}$, exactly $p^{u+1} - p^u$ roots $\alpha$ with $\nu(\alpha) = 1/(p^{u+1} - p^u)$. We view these roots as forming $l$ sets, each set containing roots with equal $\nu$-values. Note that since $p \nmid m'$, $p$ does not ramify in $\mathbb{Q}_p(\zeta)$. We deduce that the roots in any one set are distinct roots of the same irreducible factor of $f(x)$ over $\mathbb{Q}_p(\zeta)$.

Observe that $\alpha$ is a root of $w(x)$ if and only if $\alpha - \zeta$ is a root of $f(x)$. If we view the roots of $f(x)$ in the form $\alpha - \zeta$ and consider the $l$ sets of roots formed as above, we see that $w(x)$ has $l$ “clusters” around $\zeta$ of roots with the property that if $\alpha$ and $\alpha'$ belong to the same cluster, then $\nu(\alpha - \zeta) = \nu(\alpha' - \zeta) > 0$. Furthermore, the roots in any one of these clusters are distinct roots of the same irreducible factor of $w(x)$ over $\mathbb{Q}_p(\zeta)$ and, hence, of the same irreducible factor of $w(x)$ over $\mathbb{Q}$. In other words, if one root from a cluster is a root of $g(x)$ (or $h(x)$), then all the roots from that cluster are roots of $g(x)$ (or $h(x)$, respectively).

The above holds for each $\zeta \neq 1$ satisfying $\zeta^{m'} = 1$. There are $m' - 1$ such $\zeta$ forming $(m' - 1) \times l$ clusters of roots of $w(x)$. We show next that these are disjoint clusters. This is clearly true of clusters formed from the same $\zeta$; in other words, if $\alpha$ and $\alpha'$ are roots with $\nu(\alpha - \zeta) \neq \nu(\alpha' - \zeta)$, then clearly $\alpha \neq \alpha'$. Now, suppose $\alpha$ is in a cluster around $\zeta$ and in a cluster around $\zeta'$, where $\zeta \neq \zeta'$, $\zeta' \neq 1$, $\zeta^{m'} = 1$, and $(\zeta')^{m'} = 1$. Then it follows that $\nu((\zeta' - \zeta)\alpha) = \nu(\zeta' - \zeta) + \nu(\alpha - \zeta) = \nu(\zeta' - \zeta) + \min\{\nu(\zeta' - \zeta), \nu(\alpha - \zeta)\} > 0$.

Lemma 6 implies that $\nu(\alpha - \zeta) = 0$. Since $\nu(\alpha - \zeta) > 0$ and $\nu(\zeta) = 0$, we also deduce $\nu(\alpha) = 0$. We therefore obtain a contradiction, and we can conclude that the $(m' - 1) \times l$ clusters consist of distinct roots.

The total number of roots in these $(m' - 1) \times l$ clusters is $(m' - 1) \times p^l$. Since $w(x)$ has $m + r = m'p^l + r$ roots, we have yet to account for $p^l + r$ roots of $w(x)$. By considering the Newton polygon of $w(x)$ and using the condition $w(x) \equiv a(x^m - 1)x^r \pmod{p^l}$, we deduce that $w(x)$ has exactly $r$ roots $\alpha$ with the property that $\nu(\alpha) > 0$. Note that the other roots $\alpha$ of $w(x)$ necessarily satisfy $\nu(\alpha) = 0$. In a manner similar to the above (but easier), we deduce that each of the $r$ roots around 0 does not belong to any of the above clusters of roots. These $r$ roots around 0 form a cluster as before except that we cannot in general deduce that these roots necessarily are roots of the same irreducible factor of $w(x)$ over $\mathbb{Q}_p(\zeta)$ (or over $\mathbb{Q}$). The condition $\gcd(l, r) = 1$ in (ii) implies that the left-most edge of the Newton polygon of $w(x)$ contains only the lattice points at its endpoints, namely $(0, l)$ and $(r, 0)$. Since $p$ does not ramify in $\mathbb{Q}_p(\zeta)$, we deduce that in this case the cluster of $r$ roots around 0 are distinct roots of a single irreducible factor of $w(x)$ over $\mathbb{Q}_p(\zeta)$. 

Having only one non-cyclotomic irreducible factor
We show now that the remaining \(p^l\) roots of \(w(x)\) form a cluster of roots around 1. The argument for roots around 1 is analogous to the case for \(\zeta\) above (just set \(\zeta = 1\)) except that we cannot infer here that \(\nu(b_0) = \nu(w(1)) = l\). On the other hand, the condition \(w(x) \equiv a(x^m - 1)x^r \pmod{p^l}\) implies \(\nu(b_0) = \nu(w(1)) \geq l\). The argument proceeds as before, and we deduce that there are \(p^l\) roots \(\alpha\) of \(w(x)\) with \(\nu(\alpha - 1) > 0\) (we could say more, but this is all we will need). As before, it is easy to argue that these \(p^l\) roots around 1 are distinct from the roots of \(w(x)\) belonging to other clusters. We cannot, however, deduce that these roots are distinct or that they are roots of the same irreducible factor of \(w(x)\) over \(\mathbb{Q}_p(\zeta)\) (or over \(\mathbb{Q}\)).

We now apply the information we have established about the location of the zeros of \(w(x)\). We consider the case \(r = 0\). Then there are no roots in the cluster described above around 0. It follows that the roots of \(g(x)\) consist of complete clusters around \(\zeta\) for some choices of \(\zeta \neq 1\) together with possibly some of the \(p^l\) roots around 1; likewise for \(h(x)\). If \(\mathcal{C}_1, \ldots, \mathcal{C}_s\) denote the clusters around \(\zeta \neq 1\) which contain roots of \(g(x)\) and \(\mathcal{C}_0\) denotes the roots in the cluster around 1 that are roots of \(g(x)\), then we deduce that

\[
\nu(C) \geq \min_{0 \leq j \leq s} \left\{ \nu \left( \sum_{\beta \in \mathcal{C}_j} (1 - \beta) \right) \right\}.
\]

Observe that

\[
\nu \left( \sum_{\beta \in \mathcal{C}_0} (1 - \beta) \right) \geq \min_{\beta \in \mathcal{C}_0} \{ \nu(1 - \beta) \} > 0.
\]

For each \(j \in \{1, \ldots, s\}\), we define \(\zeta_j\) as the \(m'\)th root of unity such that the roots of \(\mathcal{C}_j\) are those around \(\zeta_j\), and we write

\[
\sum_{\beta \in \mathcal{C}_j} (1 - \beta) = \sum_{\beta \in \mathcal{C}_j} ((1 - \zeta_j) - (\beta - \zeta_j)) = |\mathcal{C}_j|(1 - \zeta_j) - \sum_{\beta \in \mathcal{C}_j} (\beta - \zeta_j).
\]

Since \(|\mathcal{C}_j|\) by construction is a multiple of \(p\), we deduce that each of the terms in this last expression has \(\nu\)-value \(> 0\). It follows now that \(\nu(C) > 0\). The same argument gives \(\nu(D) > 0\). Since \(r = 0\) and \(w(x) \equiv a(x^m - 1)x^r \pmod{p^l}\), we deduce that \(a_0 \neq 0\) so that \(A\) and \(B\) are defined. Also, in this case, \(\nu(\beta) = 0\) for each root \(\beta\) of \(g(x)\) and \(\nu(\gamma) = 0\) for each root \(\gamma\) of \(h(x)\). Define \(\zeta_1, \ldots, \zeta_s\) as before, and let \(\zeta_0 = 1\). We use the fact that

\[
\nu(A) \geq \min_{0 \leq j \leq s} \left\{ \nu \left( \sum_{\beta \in \mathcal{C}_j} \left( \beta - \frac{1}{\beta} \right) \right) \right\}
\]

\[
\geq \min_{0 \leq j \leq s} \left\{ \nu \left( \sum_{\beta \in \mathcal{C}_j} \left( (\beta - \zeta_j) + \frac{\beta - \zeta_j}{\beta \zeta_j} + (\zeta_j - \frac{1}{\zeta_j}) \right) \right) \right\}.
\]
Following along lines similar to our argument that \( \nu(C) > 0 \), we deduce that
\( \nu(A) > 0 \). An analogous argument gives \( \nu(B) > 0 \).

For (ii), we have shown that the cluster of \( r \) roots around 0 are roots of a single irreducible factor of \( w(x) \) over \( \mathbb{Q}_p(\zeta) \). Hence, these \( r \) roots are either roots of \( g(x) \) or roots of \( h(x) \). Suppose the cluster of roots around 0 are roots of \( h(x) \). Then each root \( \alpha \) of \( g(x) \) belongs to a cluster around a root of unity so that the arguments above give \( \nu(A) > 0 \) and \( \nu(C) > 0 \).

Since \( p \nmid a_{n+1} \), the leading coefficient of \( h(x) \) is not divisible by \( p \) and we deduce that \( \nu(h(0)) = \sum_{h(\gamma) = 0} \nu(\gamma) \). Since \( h(x) \) has roots from the cluster of roots around 0, we obtain \( \nu(h(0)) > 0 \) so that \( p \mid h(0) \). If \( S \) is the set of \( r \) roots clustered around 0, then we consider
\[
\sum_{\gamma \in S}(1 - \gamma) = r - \sum_{\gamma \in S} \gamma.
\]
Since \( \nu(\gamma) > 0 \) for each \( \gamma \in S \), the sum on the right has a positive \( \nu \)-value. Since \( p > r > 0 \), \( \nu(r) = 0 \). It follows that \( \nu(\sum_{\gamma \in S}(1 - \gamma)) = 0 \). Hence, the arguments in the previous paragraph now imply \( \nu(D) = 0 \). In particular, we must have \( D \neq 0 \). A similar argument can be used in the case where the cluster of roots around 0 are roots of \( g(x) \). The proposition follows.

For the proof of Theorem 4, we will make use of three results similar to Proposition 1. They are as follows:

**Proposition 2.** Let \( w(x) = \sum_{j=0}^{n+1} a_j x^j \in \mathbb{Z}[x] \) with \( a_{n+1} \neq 0 \). Let \( p \) be an odd prime such that \( p \mid (n + 1) \) and \( p \nmid a_{n+1} \). Write \( n + 1 = \gamma' m' \) where \( \nu_p(m') = 0 \). Suppose that \( w(x) \equiv a_{n+1}(x^{n+1} - 1) \pmod{p^l} \) and that, for each \( \zeta \neq \pm 1 \) such that \( \zeta^{m'} = 1 \), we have \( \nu_p(w(\zeta)) = l \). Let \( w(x) = g(x)h(x) \) be a factorization of \( w(x) \) in \( \mathbb{Z}[x] \).

Let
\[
A = \sum_{g(\beta) = 0} \left( \beta - \frac{1}{\beta} \right), \quad B = \sum_{h(\gamma) = 0} \left( \gamma - \frac{1}{\gamma} \right),
\]
\[
C' = \sum_{g(\beta) = 0} (1 - \beta^2) \quad \text{and} \quad D' = \sum_{h(\gamma) = 0} (1 - \gamma^2),
\]
where the sums are over the distinct roots of \( g(x) \) and \( h(x) \) and where we consider \( A \) and \( B \) only in the case where \( a_0 \neq 0 \). Then \( A, B, C', \) and \( D' \) are rational numbers satisfying \( \nu(A) > 0 \), \( \nu(B) > 0 \), \( \nu(C') > 0 \), and \( \nu(D') > 0 \).

**Proposition 3.** Let \( w(x) = \sum_{j=0}^{n+1} a_j x^j \in \mathbb{Z}[x] \) with \( a_{n+1} \neq 0 \). Let \( p \) be an odd prime such that \( p \mid n \) and \( p \nmid a_{n+1} \). Write \( n = \gamma' m' \) where \( \nu_p(m') = 0 \). Suppose that \( w(x) \equiv a_{n+1}(x^n - 1)(x + 1) \pmod{p^l} \) and that, for each \( \zeta \neq 1 \) such that \( \zeta^{m'} = 1 \), we have \( \nu_p(w(\zeta)) = l \). Let \( w(x) = g(x)h(x) \) be a factorization of \( w(x) \) in \( \mathbb{Z}[x] \). Define \( A, B, C', \) and \( D' \) as in Proposition 2.
Then $A, B, C', \text{ and } D'$ are rational numbers satisfying $\nu(A) > 0$, $\nu(B) > 0$, $\nu(C') > 0$, and $\nu(D') > 0$.

**Proposition 4.** Let $w(x) = \sum_{j=0}^{n+1} a_j x^j \in \mathbb{Z}[x]$ with $a_{n+1} \neq 0$. Suppose $w(x)$ is a reciprocal polynomial so that $w(x) = \pm x^{n+1} w(1/x)$. Let $p$ be an odd prime such that $p | (n - 1)$, $p | a_{n+1}$, and $p \nmid a_n$. Write $n - 1 = p^l m'$ where $\nu_p(m') = 0$. Suppose that $w(x) \equiv a_n (x^{n-1} - 1)x (\mod p^l)$ and that, for each $\zeta \neq \pm 1$ such that $\zeta^{m'} = 1$, we have $\nu_p(w(\zeta)) = 1$. Let $w(x) = g(x)h(x)$ be a factorization of $w(x)$ in $\mathbb{Z}[x]$. Define $A, B, C'$, and $D'$ as above. Then $A, B, C'$, and $D'$ are rational numbers such that if $AB = 0$, then at least one of $\nu(C') > 0$ and $\nu(D') > 0$ holds.

Proofs of Propositions 2–4 can be given along the lines of the argument presented here for Proposition 1. To aid the reader, we briefly describe certain aspects of these proofs. As in the proof of Proposition 1, the roots of $w(x)$ in each of the above results can be grouped in clusters. In each of Propositions 2–4, around each of the $m' - 2$ (if $m'$ is even) or $m' - 1$ (if $m'$ is odd) different roots of $w(x)$ forming a cluster around 1 and, if $m'$ is even, $p^l$ other roots forming a cluster around $-1$; each of these clusters contains roots that are not necessarily roots of the same irreducible factor of $w(x)$. This is sufficient to establish Proposition 2. There are similar clusters of size $p^l$ around each of 1 (for all $m'$) and $-1$ (if $m'$ is even) in the case of Proposition 4. However, in this case there are two additional roots to account for; one of these two roots $\alpha$ satisfies $\nu(\alpha) > 0$ and the other root $\alpha'$ satisfies $\nu(\alpha') < 0$. If $AB = 0$, one can show that the roots $\alpha$ and $\alpha'$ are either both roots of $g(x)$ or are both roots of $h(x)$. If the former holds then $\nu(D') > 0$, and if the latter holds then $\nu(C') > 0$. In Proposition 3, there is one cluster with $p^l$ roots around 1 containing roots that are not necessarily roots of the same irreducible factor of $w(x)$. There are also $p^l + 1$ roots around $-1$ (if $m'$ is even) or one such root (if $m'$ is odd) forming clusters with the roots in each cluster being roots of the same irreducible factor of $w(x)$; one cluster contains $p + 1$ roots (if $m'$ is even) or 1 root (if $m'$ is odd) and the remaining clusters contain a multiple of $p$ different roots of $w(x)$. It follows easily that $\nu(A) > 0$, $\nu(B) > 0$, $\nu(C') > 0$, and $\nu(D') > 0$.

There is a variety of results analogous to the propositions in this section that can be established by similar means. Note that in Proposition 1 we dealt with a sum $C$ of terms of the form $1 - \beta$ whereas the remaining propositions dealt with a sum $C'$ involving terms of the form $1 - \beta^2$. As will be evident later, $C$ is of value in establishing Theorem 1 as the term $1 - \beta$ is 0 when $\beta$
is one of the cyclotomic roots of \( nx^{n+1} - (n+1)x^n + 1 \) (i.e., when \( \beta = 1 \)), the numerator of \( f'(x) \). Similarly, \( C' \) is helpful in establishing Theorem 4 since \( 1 - \beta^2 \) is 0 when \( \beta \) is one of the cyclotomic roots of \( p(x) \) (i.e., when \( \beta = \pm 1 \)). More generally, one can make use of

\[
C_k = \sum_{g(\beta) = 0} (1 - \beta^k) \quad \text{and} \quad D_k = \sum_{h(\gamma) = 0} (1 - \gamma^k)
\]

in dealing with certain classes of polynomials for which the cyclotomic roots are known to be roots of \( x^k - 1 \). The proofs presented in the following sections will help illustrate applications of such propositions to the irreducibility of the non-cyclotomic parts of polynomials of a given form.

4. A proof of Theorem 1. Let \( n \geq 2 \). We wish to show that \( nx^{n+1} - (n+1)x^n + 1 \) is \((x-1)^2\) times an irreducible polynomial in \( \mathbb{Z}[x] \). It suffices to show the same for the reciprocal of \( nx^{n+1} - (n+1)x^n + 1 \), and for this purpose we define \( w(x) = x^{n+1} - (n+1)x + n \). We consider \( n \geq 2 \) and \( w(x) = g(x)h(x) \) where \( g(x) \) and \( h(x) \) are in \( \mathbb{Z}[x] \), \( \deg g(x) \geq 1 \), \( \deg h(x) \geq 1 \), and \( g(1) \neq 0 \). Note that \( \deg g(x) \geq 1 \) is possible since the product of the roots of \( w(x) \) is \( \pm n \) so that \( w(x) \) has a root different from 1. Since \( w(x) \) is monic, we may suppose that each of \( g(x) \) and \( h(x) \) are monic and do so. Our goal is to show \( h(x) = (x-1)^2 \).

We make use of \( A \) and \( B \) of Proposition 1 but not of \( C \) and \( D \). If \( \beta \) is a root of \( g(x) \), then \( \beta \) and \( g(0)/\beta \) are algebraic integers. Also, if \( \gamma \) is a root of \( h(x) \), then \( \gamma \) and \( h(0)/\gamma \) are algebraic integers. Since \( g(0)h(0) = n \), we deduce that \( nAB \) is a rational integer. We will see momentarily that if \( B = 0 \), then \( h(x) = (x-1)^2 \). In addition, we show that if \( B \neq 0 \), then upper and lower bounds on the value of \( n|AB| \) can be obtained which are inconsistent for all but \( O(t^{1/3+\varepsilon}) \) positive integers \( n \leq t \). The proof of Theorem 1 will then be complete.

Since \( (x^{n+1} - 1)/(x-1) \) has distinct roots on the unit circle and since the derivative of a polynomial has roots inside the convex hull of the roots of the polynomial (cf. \cite[Problem 31 on page 108]{9}), the roots of \( (nx^{n+1} - (n+1)x^n + 1)/(x-1)^2 \) have absolute value < 1. It is clear that 1 is a root of \( w(x) \) with multiplicity 2. It follows that the remaining roots of \( w(x) \) have absolute value \( > 1 \). Observe that \( w'(x) \) only has cyclotomic roots. It follows that the \( n - 1 \) roots of \( w(x) \) with absolute value \( > 1 \) are distinct.

Now, we establish that if \( B = 0 \), then \( h(x) = (x-1)^2 \). We show instead the contrapositive. Suppose \( h(x) \neq (x-1)^2 \). Since \( g(1) \neq 0 \), \( (x-1)^2 \) is a factor of \( h(x) \). The comments above imply that each of \( g(x) \) and \( h(x) \) must have a root with absolute value \( > 1 \). Furthermore, the absolute value of the product of the roots of either of these polynomials exceeds 1. Thus, \( g(0) \) and \( h(0) \) each has absolute value \( > 1 \). Note that \( g(0) \) and \( h(0) \) must be
relatively prime since a common divisor $p$ would divide both $g(0)h(0) = n$ and the coefficient of $x$ in the product $g(x)h(x)$, namely $n + 1$, which is clearly impossible.

We apply Proposition 1 with $m = n$ and $r = 1$. We consider first a prime divisor $p$ of $h(0)$. Note then that $p \mid m$ and $p \nmid g(0)$. We let $l$ and $m'$ be defined as in the proposition. Since $n \equiv 0 \pmod{p'}$, we obtain $w(x) \equiv (x^n - 1)x \pmod{p'}$. Suppose $\zeta^m = 1$ and $\zeta \neq 1$. Then $\zeta^n = 1$ so that $w(\zeta) = n(1 - \zeta)$. Since $\nu(1 - \zeta) = 0$, we obtain $\nu(w(\zeta)) = \nu(n) = l$. Observe that the conclusions of Proposition 1(ii) now follow as $w(0) = n \neq 0$ and $r = 1$ imply the hypotheses in Proposition 1(ii) hold. Since $p \nmid g(0)$, we deduce that $\nu(A) > 0$. On the other hand,

$$A + B = \sum_{w(\alpha) = 0} \left( \frac{\alpha - 1}{\alpha} \right) = \frac{n + 1}{n},$$

where we have used here that the roots of $w(x)$ other than 1 are distinct and that the summand above is 0 when $\alpha = 1$ (so that we can consider the sum above as a sum over roots of $w(x)$ with each root appearing to its multiplicity). Since $p \mid n$, we have $\nu((n + 1)/n) < 0$. Since $\nu(A) > 0$, we obtain $B \neq 0$. Thus, we can deduce that if $B = 0$, then $h(x) = (x - 1)^2$.

Now, suppose $B \neq 0$. Since $g(1) \neq 0$, we still find that $g(0)$ has absolute value $> 1$. If we repeat the argument in the previous paragraph but this time considering a prime $p$ dividing $g(0)$ (so that the roles of $g(x)$ and $h(x)$ and the roles of $A$ and $B$ are switched), we obtain $A \neq 0$. In addition, we see that for each prime divisor $p$ of $n$ (so $p$ divides $h(0)$ or $g(0)$), these arguments give from Proposition 1(ii) that either $\nu(A) > 0$ or $\nu(B) > 0$. We deduce that at least one of the rational integers $g(0)A$ and $h(0)B$ is a multiple of $p$. Thus, if $p \mid n$, then $p \mid nAB$.

Next, we show that if $p \mid (n + 1)$, then $p^2 \mid nAB$. Since we now have $AB \neq 0$, we will get the lower bound

$$n|AB| \geq \left( \prod_{p \mid (n+1)} p \right)^2 \left( \prod_{p \mid n} p \right).$$

We apply Proposition 1 with $m = n + 1$ and $r = 0$. Thus, $p$ is a prime divisor of $m$. Again, we let $l$ and $m'$ be defined as in the proposition. Since $n \equiv -1 \pmod{p'}$, we obtain $w(x) \equiv x^{n+1} - 1 \pmod{p'}$. If $\zeta^m = 1$, then $\zeta^{n+1} = 1$ so that $w(\zeta) = (n + 1)(1 - \zeta)$. If also $\zeta \neq 1$, then $\nu(1 - \zeta) = 0$ and we obtain $\nu(w(\zeta)) = \nu(n + 1) = l$. Thus, we can apply Proposition 1(i). We obtain $\nu(A) > 0$ and $\nu(B) > 0$. Therefore, each of the rational integers $g(0)A$ and $h(0)B$ is a multiple of $p$. It easily follows that the integer $nAB$ is divisible by $p^2$, and we obtain (1).

To obtain an upper bound for $n|AB|$, we use the following result about the complex zeros of $w(x)$.
Lemma 7. If $n \geq 2$ and $re^{i\theta}$ (with $r, \theta \in \mathbb{R}$) is a root of $w(x) = x^{n+1} - (n + 1)x + n$, then $|r - 1| < (5/n)\log n$.

The result is essentially contained in [2] and [8]. It can be established by observing $w(\alpha) = 0$ implies $|\alpha^{n+1}| \leq |(n + 1)\alpha - n| \leq (2n + 1)|\alpha|$ so that

$$|\alpha| \leq (2n + 1)^{1/n} = \exp\left(\frac{\log(2n + 1)}{n}\right) \leq 1 + \frac{2\log(2n + 1)}{n} \leq 1 + \frac{5\log n}{n}.$$  

Observe that since the roots of $w(x)$ other than 1 have absolute value $> 1$, Lemma 7 implies that for all integers $n \geq 2$, if $re^{i\theta} \neq 1$ is a root of $w(x)$, then $0 < r - 1 < (5/n)\log n$.

Next, we show that

$$|A| \leq 10\log n \quad \text{and} \quad |B| \leq 10\log n.$$  

Using $\beta$ to denote the conjugate of $\beta$, we can rearrange the terms in the definition of $A$ to obtain

$$A = \sum_{g(\beta) = 0} \left( \beta - \frac{1}{\beta} \right).$$

Since $g(\beta) = 0$ implies $\beta$ is a root of $w(x)$, we deduce that if $\beta = re^{i\theta}$, then

$$\left| \beta - \frac{1}{\beta} \right| = r - \frac{1}{r} \leq \frac{10\log n}{n}.$$  

The first inequality in (2) now follows. The second inequality is deduced in an analogous manner. From (2), we obtain the estimate

$$(3) \quad n|AB| \leq 100n(\log n)^2.$$  

Since $AB \neq 0$, we deduce from (1) and (3) that

$$\left( \prod_{p | (n+1)} p \right)^2 \left( \prod_{p | n} p \right) \leq 100n(\log n)^2.$$  

Since $n \leq t$, it follows that

$$\prod_{p | (n+1)} p \ll t^{1/3}(\log t)^{2/3} \quad \text{or} \quad \prod_{p | n} p \ll t^{1/3}(\log t)^{2/3}.$$  

Theorem 1 is now a consequence of the following

Lemma 8. Let $\theta > 0$. For $n$ a positive integer, define $Q(n) = \prod_{p | n} p$. Then for every $\varepsilon > 0$, the number of $n \leq t$ for which $Q(n) \leq t^\theta$ is $O(t^{\theta+\varepsilon})$.

Proof. Observe that $Q(n)$ is always squarefree. For each squarefree number $m = p_1 \ldots p_s \leq t^\theta$ where each $p_j$ denotes a prime with $p_1 < \ldots < p_s$, the number of $n \leq t$ for which $Q(n) = m$ is equal to the number of solutions in positive integers $x_1, \ldots, x_s$ to

$$x_1 \log p_1 + \ldots + x_s \log p_s \leq \log t.$$
We consider the \( p_j \) which are \( \leq \sqrt{\log t} \) first. Suppose \( p_k \) is the largest of these. Clearly \( k \leq \sqrt{\log t} \) and each \( x_j \) is \( \leq 2 \log t \). Thus, the number of choices for \( x_1, \ldots, x_k \) is \( \leq (2 \log t)^{\sqrt{\log t}} \). Now, each remaining \( p_j \) satisfies \( p_j > \sqrt{\log t} \) so that \( \log p_j > (1/2) \log \log t \). Hence,

\[
\frac{(x_{k+1} + x_{k+2} + \ldots + x_s) \log \log t}{2} \leq x_{k+1} \log p_{k+1} + x_{k+2} \log p_{k+2} + \ldots + x_s \log p_s \leq \log t.
\]

Let \( N \) denote the greatest integer \( \leq 2 \log t/(\log \log t) \). Then the number of choices for \( x_{k+1}, x_{k+2}, \ldots, x_s \) is bounded by the number of solutions to \( y_{k+1} + y_{k+2} + \ldots + y_s \leq N - (s - k) \) in non-negative integers \( y_{k+1}, y_{k+2}, \ldots, y_s \). Each such solution corresponds to a unique non-negative binary number consisting of \( \leq N - 1 \) digits given by \( y_{k+1} \) ones, followed by 1 zero, followed by \( y_{k+2} \) ones, followed by 1 zero, and so on (ending with \( y_s \) ones). It follows that there are \( \leq 2^N \) choices for \( x_{k+1}, x_{k+2}, \ldots, x_s \) as above. Thus, the number of possibilities for the \( s \) positive integers \( x_1, \ldots, x_s \) is

\[
\ll \exp(2\sqrt{\log t \log \log t}) \cdot 2^t \ll \exp \left( \frac{2 \log t}{\log \log t} \right) \ll t^\varepsilon.
\]

This is a bound on the number of \( n \leq t \) for which \( Q(n) = m \) for some given squarefree \( m \leq t^\theta \). Letting \( m \) vary, the lemma follows.

5. A proof of Theorem 2. Let \( n \) denote a positive integer, and set

\[
f(x) = 1 + x + x^2 + \ldots + x^n.
\]

Our goal is to show that for each positive integer \( k \) and for most \( n \leq t \), the polynomial \( f^{(k)}(x) \) is irreducible. As in the previous section, we will make use of Proposition 1. The main difficulty we will encounter is in showing that the condition \( \nu(w(\zeta)) = l \) is satisfied in Proposition 1. Indeed, already for \( k = 2 \), it is the case that in many instances \( \nu(w(\zeta)) \neq l \) when the other conditions of Proposition 1 hold. Thus, it will become necessary to bound the number of times \( \nu(w(\zeta)) \neq l \). For this purpose, we will introduce an auxiliary polynomial \( u(x) \) (see the discussion after Lemma 14) that depends on \( k \) and \( r \) but not on \( n \) and which has the property that \( \nu(w(\zeta)) \neq l \) if and only if \( \nu(u(\zeta)) > 0 \). This allows us to obtain the bound we need on the number of times \( \nu(w(\zeta)) \neq l \), and we proceed by applying Proposition 1 as in the previous section.

We begin with a lemma which is easily established by induction. The details of the proof are left to the reader.
Lemma 9. Let \( k \) be a positive integer \( \leq n - 1 \). Then
\[
\sum_{j=n-k+1}^{n+1} (-1)^{n+1-j} \left( \frac{k}{n+1-j} \right) \left( \prod_{i=n-k+1 \atop i \neq j}^{n+1} i \right) x^j + (-1)^{k+1} k!
\]
\[
f(k)(x) = \frac{x^{n+1}(k+1) \left( \sum_{j=n-k+1}^{n+1} (-1)^{n+1-j} \left( \frac{k}{n+1-j} \right) \left( \prod_{i=n-k+1 \atop i \neq j}^{n+1} i \right) x^j \right) + (-1)^{k+1} k!}{(x-1)^{k+1}}.
\]

We also make use of

Lemma 10. Let \( n \) and \( k \) be positive integers with \( k \leq n - 1 \). Then each root of \( f(k)(x) \) has absolute value \(< 1\).

Proof. Observe that the roots of \( f(x) \) are on the unit circle \( \{ z : |z| = 1 \} \) and that \( f(x) \) has no repeated roots. As in Section 4, we use the fact that the roots of the derivative of a polynomial in \( \mathbb{R}[x] \) lie in the convex hull of the roots of the polynomial. It follows that all the derivatives of \( f(x) \) have only roots with absolute value \(< 1\). □

Lemma 11. Let \( n \) and \( k \) be positive integers with \( k \leq n - 1 \). Let \( j \) be an integer satisfying \( n-k+1 \leq j \leq n+1 \). Then
\[
\left( \frac{k}{n+1-j} \right) \left( \prod_{i=n-k+1 \atop i \neq j}^{n+1} i \right)
\]
is divisible by \( k! \).

Proof. Observe that
\[
\prod_{i=n-k+1 \atop i \neq j}^{n+1} i = \left( \prod_{i=j+1}^{n+1} i \right) \left( \prod_{i=n-k+1}^{j-1} i \right),
\]
a product of \( n+1-j \) consecutive integers times a product of \( k-(n+1-j) \) positive integers. The first of these products on the right is therefore divisible by \( (n+1-j)! \) and the second is divisible by \( (k-(n+1-j))! \). It follows that
\[
\left( \frac{k}{n+1-j} \right) \left( \prod_{i=n-k+1 \atop i \neq j}^{n+1} i \right) = \frac{k!}{(n+1-j)! (k-(n+1-j))!} \left( \prod_{i=j+1}^{n+1} i \right) \left( \prod_{i=n-k+1}^{j-1} i \right)
\]
is an integer multiple of \( k! \). The lemma follows. □

Lemma 11 is not really necessary for what follows. But it makes matters slightly easier. Note that it follows from Lemma 11 that if \( \alpha \) is a root of \( f(k)(x) \), then \( 1/\alpha \) is an algebraic integer.
**Lemma 12.** Let $n$ and $k$ be positive integers with $k \leq n - 1$. Let $m$ be an integer satisfying $n - k + 1 \leq m \leq n + 1$. Set $r = n + 1 - m$. Then

$$(-1)^{n+k-m}\binom{k}{n+1-m}\left(\prod_{i=n-k+1}^{n+1} i\right) \equiv -k! \pmod{m},$$

and there is a constant $\alpha(k, r)$ depending only on $r$ and $k$ and independent of $n$ such that

$$\frac{1}{m}\left((-1)^{n+k-m}\binom{k}{n+1-m}\left(\prod_{i=n-k+1}^{n+1} i\right) + k!\right) \equiv \alpha(k, r) \pmod{m}.$$

**Proof.** Consider the function

$$F(x) = (x + r)(x + r - 1)\ldots(x + 1)\times(x - 1)(x - 2)\ldots(x - (k - r)).$$

Observe that

$$F(m) = \prod_{i=n-k+1}^{n+1} i.$$

The constant term of $F(x)$ is

$$(-1)^{k-r}r!(k-r)! = (-1)^{k+m-n-1}(n+1-m)!(k+m-n-1)!.$$

Thus, $F(m) \equiv (-1)^{k+m-n-1}(n+1-m)!(k+m-n-1)! \pmod{m}$. Writing $(\binom{k}{n+1-m})$ as $k!/(n+1-m)!(k+m-n-1)!$ yields the first congruence in the lemma.

Observe that $(-1)^{n+k-m}\binom{k}{n+1-m} = (-1)^{r+k-1}\binom{k}{r}$. The above shows that $F(x) = f_0 + f_1 x + G(x)x^2$ where $(-1)^{r+k-1}\binom{k}{r}f_0 = -(k!)$, $f_1$ is the coefficient of $x$ in $F(x)$ (which depends only on $r$ and $k$), and $G(x) \in \mathbb{Z}[x]$.

Since

$$(-1)^{n+k-m}\binom{k}{n+1-m}\left(\prod_{i=n-k+1}^{n+1} i\right) + k!$$

is the same as $(-1)^{r+k-1}\binom{k}{r}F(m) + k!$, we deduce that the expression on the left-hand side of the second congruence is congruent modulo $m$ to $(-1)^{r+k-1}\binom{k}{r}$ times $f_1$. The lemma follows. $\blacksquare$

We fix a positive integer $k$ and consider $n \geq k+1$. Let $w(x)$ be $(-1)^{k-1}/k!$ times the reciprocal polynomial of the numerator of $f^{(k)}(x)$ in Lemma 9. In other words, we set

$$w(x) = x^{n+1} + \frac{1}{k!} \sum_{j=n-k+1}^{n+1} (-1)^{n+k-j}\binom{k}{n+1-j}\left(\prod_{i=n-k+1}^{n+1} i\right)x^{n+1-j}.$$
This can be rewritten as

\[ w(x) = x^{n+1} + \frac{1}{k!} \sum_{j=0}^{k} (-1)^{k+j-1} \binom{k}{j} \prod_{0 \leq i \leq k, i \neq j} (n+1-i)x^j. \]

Note that Lemma 11 implies \( w(x) \in \mathbb{Z}[x] \).

Let \( m \) be an integer with \( n-k+1 \leq m \leq n+1 \), and let \( p \) be a prime divisor of \( m \) with \( p > k \) (if it exists). Define \( r, l \) and \( m' \) as in Proposition 1. It follows from the first congruence in Lemma 12 that \( w(x) \equiv (x^m - 1)x^r \pmod{p^l} \). The definition of \( m \) implies that \( 0 \leq n+1-m = r \leq k < p \).

Except for the condition that \( \nu(w(\zeta)) = l \), the conditions of Proposition 1 are clearly satisfied. In addition to the condition \( \nu(w(\zeta)) = l \), we will want that either both \( A \) and \( B \) are non-zero or both \( C \) and \( D \) are non-zero. We address these matters next.

Since \( w(x) \equiv (x^m - 1)x^r \pmod{p^l} \), there is a polynomial \( v(x) \) in \( \mathbb{Z}[x] \) such that \( w(x) = (x^m - 1)x^r + p^l v(x) \). Setting \( x = \zeta \) where \( \zeta^{m'} = 1 \), we deduce \( \nu(w(\zeta)) \geq l \). We will not be able to prove in general that \( \nu(w(\zeta)) = l \), but instead we will show that typically this is the case.

**Lemma 13.** Let \( u(x) = \sum_{j=0}^{s} b_j x^j \in \mathbb{Z}[x] \). Let \( p \) be a prime not dividing \( b_s \). Then there exist \( \leq s \) different numbers \( \zeta \) such that for some positive integer \( m' \) relatively prime to \( p \), we have \( \zeta^{m'} = 1 \) and \( \nu(u(\zeta)) > 0 \).

**Proof.** Let \( x_1, \ldots, x_s \) be the \( s \) not necessarily distinct \( p \)-adic roots of \( u(x) \). If \( \zeta \) is as in the lemma, then \( \nu(\zeta - x_i) > 0 \) for some \( i \in \{1, \ldots, s\} \). If \( \zeta \) and \( \zeta' \) are distinct roots of unity as in the lemma and \( i \) is such that both \( \nu(\zeta - x_i) > 0 \) and \( \nu(\zeta - x_i) > 0 \), then we would have \( \nu(\zeta - \zeta') > 0 \), contradicting Lemma 6. Hence, for each \( i \in \{1, \ldots, s\} \), there is at most one \( \zeta \) as in the lemma for which \( \nu(\zeta - x_i) > 0 \). The lemma follows.

**Lemma 14.** Let \( u(x) = \sum_{j=0}^{s} b_j x^j \in \mathbb{Z}[x] \) with \( u(1) \neq 0 \), let \( z \geq \max\{|u(1)|, |b_s|, 2\} \), and let \( m' \) be a positive integer. Then there is a constant \( c \) (depending only on \( u(x) \)) such that there are \( \leq cm'/\log z \) different primes \( p \) satisfying gcd \( (p, m') = 1 \), \( p > z \), and there is a \( \zeta \) for which \( \zeta^{m'} = 1 \), \( u(\zeta) \neq 0 \), and \( \nu(u(\zeta)) > 0 \).

**Proof.** Let \( H(x) \) be the part of \( x^{m'} - 1 \) which is coprime to \( u(x) \); in other words, \( H(x) = (x^{m'} - 1)/\gcd(u(x), x^{m'} - 1) \). Let \( R \) denote the resultant of \( H(x) \) and \( u(x) \). Then \( R \) is a non-zero integer which can be expressed as a product of numbers of the form \( u(\zeta) \) where \( \zeta^{m'} = 1 \) and \( u(\zeta) \neq 0 \). It follows that \( R \) is divisible by the product of the primes \( p \) in the lemma. If we consider the \( \leq m' \) complex roots of \( H(x) \) (all with absolute value 1), we see that \( R \) is bounded by \( (\sum_{j=0}^{s} |b_j|)^{m'} \). Thus, if \( P \) denotes the number of
primes $p$ in the lemma, then
\[ z^p \leq \left( \sum_{j=0}^{\nu} |b_j| \right)^{m'}. \]

It follows that $P \ll m'/\log z$, implying the lemma. 

We describe next the polynomials $u(x)$ that we will use in Lemma 14. We return to our discussion of $w(x)$ and consider $\zeta \neq 1$ for which $\zeta^{m'} = 1$. Since $\zeta^{n+1} = \zeta^{n+1-m} = \zeta^r$ and $r \leq k$, we can view $w(\zeta)$ as a polynomial in $\zeta$ of degree $\leq k$ which has, by Lemma 12, each coefficient divisible by $m$. We multiply this polynomial by $k!/m$ and use the second congruence in Lemma 12 to deal with the coefficient of $\zeta^r$ modulo $m$. For the remaining coefficients, observe that
\[
\prod_{0 \leq i \leq k \atop i \neq j, i \neq r} (n+1-i) \equiv \frac{(-1)^{k-r}(k-r)!r!}{r-j} \pmod{m}.
\]
Note that $-(k-r) \leq r-j \leq r$ so that this last expression is a rational integer. We deduce now that if
\[
y_1(x) = \alpha(k, r)x^r + (-1)^{r-1} \sum_{0 \leq j \leq k \atop j \neq r} \binom{k}{j} \frac{(-1)^j(k-r)!r!}{r-j} x^j,
\]
then $(k!/m)w(\zeta) - y_1(\zeta) = my_2(\zeta)$ for some polynomial $y_2(x) \in \mathbb{Z}[x]$. The coefficients of $y_1(x)$ only depend on $r$ and $k$, and the coefficient of $x^j$ for $j \neq r$ and $0 \leq j \leq k$ in $y_1(x)$ is clearly non-zero. Recall that $w(1) = 0$. Under the conditions of Proposition 1, $\nu(\zeta - 1) = 0$, so the factor of $x - 1$ in $w(x)$ does not affect the value of $\nu(w(\zeta))$. We divide $y_1(x)$ by the highest power of $x - 1$ that divides it and call the quotient $u(x)$. Observe that $\nu(w(\zeta)) > l$ if and only if $\nu(y_1(\zeta)) > 0$ if and only if $\nu(u(\zeta)) > 0$. The advantage of dealing with $u(x)$ over $w(x)$ is that $u(x)$ depends only on $k$ and $r$ and not on $n$. With $k$ still fixed, we let $r = n + 1 - m$ vary from 0 to $k$ to obtain $k + 1$ different polynomials $u(x)$. The idea now is to show that in many instances $\nu(u(\zeta)) = 0$.

With $k$ and $r$ fixed, we define a pair $(m', p)$, with $m'$ a positive integer and $p$ a prime not dividing $m'$, as a bad pair (rather than a bad apple) if there is a $\zeta \neq 1$ for which $\zeta^{m'} = 1$ and $\nu(u(\zeta)) > 0$. For $t > 0$, we determine an upper bound for the number of bad pairs $(m', p)$ with $p^l m' \leq t$ for some positive integer $l$. The number $p^l m'$ will correspond to $m$ in Proposition 1. Observe that we do not require that $\zeta$ be a primitive $m'$th root of unity. This introduces some complications in bounding the number of bad $(m', p)$.

For a given $m'$, we can use Lemma 14 to bound the number of primes $p$ for which $\nu(u(\zeta)) > 0$, but we must deal with the possibility not covered by
Lemma 14 that \( u(\zeta) = 0 \). We show next that there are at least three choices of \( r \in \{0, 1, \ldots, k\} \), in the case \( k \neq 2 \), for which \( u(x) \) has no cyclotomic factors. We will use the following preliminary result.

**Lemma 15.** For each positive integer \( k \geq 15 \), there exist at least two distinct primes in the interval \((k/2, k - 2)\).

**Proof.** The result was verified directly for \( 15 \leq k < 200 \). Now, suppose \( k \geq 200 \). Note that \( 1.96k/2 < k - 2 \). We show that for each \( x \geq 100 \) there is a prime in the interval \((x, 1.4x]\); the lemma then follows since then there is a prime in the interval \((k/2, 1.4k/2]\) and a prime in the interval \((1.4k/2, 1.96k/2]\). Define \( \vartheta(x) = \sum_{p \leq x} \log p \). We make use of the estimate from Rosser and Schoenfeld [10] that

\[
x \left( 1 - \frac{1}{\log x} \right) < \vartheta(x) < x \left( 1 + \frac{1}{2 \log x} \right)
\]

for all \( x \geq 41 \).

To establish there is a prime in \((x, 1.4x]\) for \( x \geq 100 \), it suffices therefore to show

\[
1.4x \left( 1 - \frac{1}{\log(1.4x)} \right) \geq x \left( 1 + \frac{1}{2 \log x} \right).
\]

This is a simple matter to verify; indeed, that the inequality above holds for all \( x \geq 100 \) follows from the fact that it holds for \( x = 100 \).

**Lemma 16.** Let \( k \) be an integer with \( k = 3 \) or \( k \geq 5 \). For each \( r \in \{k-2, k-1, k\} \), the polynomial \( u(x) \) defined above has no cyclotomic divisors.

**Proof.** We work in the field of complex numbers. Fix \( k \) and \( r \) as in the lemma. By the definition of \( u(x) \), we know that 1 is not a root of \( u(x) \). We assume now that \( u(x) \) has a root which is a root of unity. Then \( u(\zeta) = 0 \) for some \( \zeta \neq 1 \) satisfying \( \zeta^d = 1 \) for some positive integer \( d \). We take \( d \) minimal and note that \( d \geq 2 \). We justify first that \( d \neq 2 \).

If \( d = 2 \), then \(-1\) is a root of \( u(x) \) and, hence, also of \( y_1(x) \). One checks directly that \( y_1(-1) \neq 0 \) in the case where \( k = 3 \) and \( r = 1 \). For the remaining choices of \( k \) and \( r \), we use the definition of \( y_1(x) \) together with the formula for \( \alpha(k, r) \). In particular, the definition of \( y_1(x) \) and the choice of \( r \) imply that, for \( k \geq 5 \), if \( y_1(-1) = 0 \), then \( \alpha(k, r) > 0 \). From the proof of Lemma 12, we see that \( \alpha(k, r) \) is \((-1)^{r+k-1} \binom{k}{r} \) times the coefficient \( f_1 \) of \( x \) in

\[
F(x) = (x + r)(x + r - 1) \ldots (x + 1) \times (x - 1)(x - 2) \ldots (x - (k - r)).
\]

When \( r = k \), every coefficient of \( F(x) \) is positive and we easily deduce that \( \alpha(k, r) < 0 \). Now, suppose \( r = k - 2 \) and \( k \geq 5 \) (we have already dealt with \( k = 3 \)). Since the coefficient of \( x \) in the expanded product \((x + 2)(x + 1) \times (x - 1)(x - 2)\) is zero and its constant term is 4, we see that \( f_1 \) is simply 4 times the coefficient of \( x \) in \((x + r)(x + r - 1) \ldots (x + 3)\). Thus, \( f_1 > 0 \), and
we conclude that \( \alpha(k, r) < 0 \). It remains to consider the case of \( r = k - 1 \). One checks directly that in this case
\[
f_1 = (k - 1)! - \sum_{j=1}^{k-1} \frac{(k - 1)!}{j} = -\sum_{j=2}^{k-1} \frac{(k - 1)!}{j}.
\]
Since \( k \geq 3 \), we obtain \( \alpha(k, r) = \alpha(k, k-1) < 0 \). We deduce that \( u(-1) \neq 0 \) so that \( \delta > 2 \).

The definition of \( u(x) \) implies that we must also have \( y_1(\zeta) = 0 \). Using the definition of \( y_1(x) \), we consider the expression \( y_1(\zeta)/((k - r)!r!\zeta^{r'}) \) as a sum of \( k + 1 \) terms and observe that it is an element of \( \mathbb{Q}(\zeta) \) which is an extension of degree \( \phi(d) \) over \( \mathbb{Q} \). Thus, we can rewrite the expression as a polynomial in \( \{1, \zeta, \ldots, \zeta^{\phi(d)-1}\} \) with rational coefficients. Call this polynomial \( g(\zeta) \).

We consider first the case \( k \geq 15 \). By Lemma 15, there are two primes in the interval \((k/2, k - 2]\). Call these primes \( p_1 \) and \( p_2 \). We show that at least one of them does not divide \( d \). Since \( \zeta \) is a root of \( y_1(x) \), a non-zero polynomial of degree \( k \), we deduce that the degree of the minimal polynomial for \( \zeta \) (in \( \mathbb{Q}[x] \)) is \( \leq k \). Hence, \( \phi(d) \leq k \). On the other hand, each of \( p_1 \) and \( p_2 \) is \( > k/2 \). If \( p_1 \) and \( p_2 \) are both factors of \( d \), then we would have
\[
k \geq \phi(d) \geq \phi(p_1p_2) = (p_1 - 1)(p_2 - 1) > \left( \frac{k}{2} - 1 \right)^2,
\]
which is easily seen to be impossible for the \( k \) under consideration. Thus, either \( p_1 \) or \( p_2 \) does not divide \( d \). Now, fix \( p \) to be a prime in \((k/2, k - 2]\) which does not divide \( d \). Consider \( j' = r - p \in \{0, 1, \ldots, k\} \). Observe that for each \( j \in \{0, 1, \ldots, k\} \) we have
\[
-p < r - k \leq r - j \leq r < 2p.
\]
It follows that in the sum defining \( y_1(x) \), the expression \( r - j \) in the summand is divisible by \( p \) if and only if \( j = j' \). Since \( p \in (k/2, k] \), we get that \( p \parallel k! \).
Since \( r \leq k \), we clearly have that \( p \parallel (k - r + p)! \). We obtain
\[
\binom{k}{j} = \frac{k!}{(r-p)!(k-r+p)!} \in \mathbb{Z} \Rightarrow p \text{ does not divide } \binom{k}{j}'.
\]
If we consider the \( k + 1 \) non-zero terms in \( y_1(x)/((k - r)!r!x^{r'}) \), we see that the constant term \( \alpha(k, r)/((k - r)!r!) \) may have denominator divisible by \( p \) (and, in fact, does though this is not needed) and the denominator of the coefficient of \( x^{r'-r} = x^{-p} \) is divisible by \( p \). No other denominators will be divisible by \( p \).

We justify momentarily that \( \zeta^{-p} \) when expressed as a polynomial in \( \zeta \) of degree \( \leq \phi(d) \) includes a term \( \zeta^i \) with \( i > 0 \) and with coefficient not divisible by \( p \). More precisely, we show that \( \zeta^{-p} - b = pG(\zeta) \) is impossible if \( b \in \mathbb{Z} \) and
Having only one non-cyclotomic irreducible factor

$G(x) \in \mathbb{Z}[x]$. It will then follow that $g(\zeta)$ has at least one coefficient which can be expressed as a rational number (possibly 0) with denominator not divisible by $p$ plus a non-zero rational number with denominator divisible by $p$. This coefficient is clearly non-zero. It follows that $g(\zeta) \neq 0$, and we deduce that $y_1(\zeta) \neq 0$. This is a contradiction. Hence, $u(x)$ does not have a cyclotomic factor for $k \geq 15$.

Assume that there exist $b \in \mathbb{Z}$ and $G(x) \in \mathbb{Z}[x]$ such that $\zeta^{-p} - b = pG(\zeta)$. By applying the automorphisms of $\mathbb{Q}(\zeta)$ fixing $\mathbb{Q}$, we may replace $\zeta$ in this equation with any primitive root of $x^d - 1 = 0$. Since $d > 2$, we deduce that there are $\zeta_1$ and $\zeta_2$ primitive roots of $x^d - 1 = 0$ with $\zeta_1 \neq \zeta_2$ satisfying $\zeta_1^{-p} - b = pG(\zeta_1)$ and $\zeta_2^{-p} - b = pG(\zeta_2)$. Subtracting, we obtain $\zeta_2^{-p} - \zeta_1^{-p} = p(G(\zeta_2) - G(\zeta_1))$. Setting $\zeta_3 = \zeta_1^{-1}\zeta_2^{-p} \in \mathbb{Q}(\zeta)$, we easily deduce that $N_{\mathbb{Q}(\zeta)/\mathbb{Q}}(\zeta_3 - 1)$ is a multiple of $p$. Since $\zeta_3 - 1$ is a root of $1 + (x + 1) + (x + 1)^2 + \ldots + (x + 1)^{d-1}$, a monic polynomial with constant term $d$, we obtain a contradiction. Thus, the lemma is established in the case that $k \geq 15$.

For $k \leq 14$, the polynomials $u(x)$ were computed explicitly using Maple V (Release 4) and it was determined that if $k = 3$ or $5 \leq k \leq 14$, then each $u(x)$ has no cyclotomic factors. The lemma follows.

For each $k \geq 2$, we ideally will want three of the polynomials $u(x)$, as $r$ varies, to be free of cyclotomic divisors. Lemma 16 shows that such polynomials exist unless $k = 2$ or $k = 4$. In the case $k = 4$, a simple computation verifies that $u(x)$ has no cyclotomic divisors if $r \in \{1, 3, 4\}$. For $k = 2$, we will not have three such $u(x)$. In this case, $u(x)$ has no cyclotomic divisors if $r = 0$ or if $r = 2$. In the case $r = 1$, we have $u(x) = -x - 1$ which has the cyclotomic factor $x + 1$. As a consequence, we will make a slightly different argument in the case $k = 2$.

Suppose now that $u(x)$ is a polynomial as above having no cyclotomic factors. We consider $n \leq t$ with $t$ sufficiently large. We also suppose that $p > z \geq k$ with $z$ sufficiently large (as in Lemma 14). For a positive integer $d > 1$, we define $S(d)$ to be the set of primes $p$ not dividing $d$ for which there is a primitive $d$th root of unity $\zeta$ such that $\nu(u(\zeta)) > 0$. Observe that if $(m', p)$ is a bad pair, then $p \in S(d)$ for some $d$ dividing $m'$. Furthermore, if $p \in S(d)$ and $\zeta$ is a primitive $d$th root of unity for which $\nu(u(\zeta)) > 0$, then for every positive integer $m''$, we have $\zeta^{dm''} = 1$ so that $(dm'', p)$ is a bad pair. It is not difficult to see that every bad pair can be obtained in this manner; in other words, every bad pair is of the form $(dm'', p)$ where $p \in S(d)$ and $m''$ is a positive integer. Since we are only interested in bad pairs $(m', p)$ with $p/m' \leq t$ for some positive integer $l$, we only need to consider bad pairs $(dm'', p)$ that satisfy $pdm'' \leq t$. In other words, for a given $d > 1$ and a given $p \in S(d)$, there are $m'' \leq t/(dp)$ bad pairs $(dm'', p)$ for us to consider.
The fact that we are only interested in $p > z$ produces another restriction on the $m'$ we are considering. This is apparent in the statement of Lemma 14. If we set $\varepsilon$ to be a positive number $< 1/c$, then Lemma 14 implies there are no primes $p$ in $S(d)$ whenever $d \leq \varepsilon \log z$. This gives us

**Lemma 17.** Given the notation above, the number of bad pairs $(m', p)$ for which $p > z$ and $pm' \leq t$ is bounded by

$$\sum_{d > \varepsilon \log z} \sum_{p \in S(d) \atop p > z} \frac{t}{dp}.$$ 

We now prove

**Lemma 18.** Given the notation above, the number of bad pairs $(m', p)$ for which $p > z$ and $pm' \leq t$ is $\ll t \log \log t / \sqrt{z \log z}$.

**Proof.** We rewrite the sum in Lemma 17 as $S_1 + S_2$ where

$$S_1 = \sum_{\varepsilon \log z < d \leq \sqrt{z \log z}} \sum_{p \in S(d) \atop p > z} \frac{t}{dp} \quad \text{and} \quad S_2 = \sum_{d > \sqrt{z \log z}} \sum_{p \in S(d) \atop z < p \leq t} \frac{t}{dp}.$$ 

We use Lemma 14 to estimate the number of $p \in S(d)$ which are $> z$ to deduce that

$$S_1 \leq \sum_{\varepsilon \log z < d \leq \sqrt{z \log z}} \sum_{p \in S(d) \atop p > z} \frac{t}{dp} \ll \sum_{d \leq \sqrt{z \log z}} \frac{t}{z \log z} \ll \frac{t}{\sqrt{z \log z}}.$$ 

To estimate $S_2$, we observe that Lemma 13 implies that each prime $p$ can appear in at most $k$ different sets $S(d)$. Since each $d$ in the summand for $S_2$ is $> \sqrt{z \log z}$, we deduce

$$S_2 = \sum_{d > \sqrt{z \log z}} \sum_{p \in S(d) \atop z < p \leq t} \frac{t}{dp} \leq \sum_{z < p \leq t} \frac{kt}{p \sqrt{z \log z}} \ll \frac{t \log \log t}{\sqrt{z \log z}}.$$ 

The lemma follows. 

Consider a pair $(m', p)$ which is not bad. Suppose $w(x) = g(x)h(x)$ with $A$, $B$, $C$, and $D$ defined as in Proposition 1 except with each root in the sums appearing to their multiplicities. Note the comment after Proposition 1. Suppose that $p \parallel m$. Observe that the condition $p > z \geq k$ implies $p$ divides only one of the $k$ numbers between $n-k+1$ and $n+1$, so $p \parallel \prod_{0 \leq i \leq k} (n+1-i)$. Suppose now that $m \neq n+1$ so $r > 0$. We can apply Proposition 1(ii) as $p \parallel \prod_{1 \leq i \leq k} (n+1-i)$ implies $l = 1$. We are now ready to show

**Lemma 19.** Suppose $w(x) = g(x)h(x)$ with $A$, $B$, $C$, and $D$ defined as in Proposition 1. Suppose further that each of $g(x)$ and $h(x)$ has a root different
from 1 and that there is a prime $p > k$ such that $p \mid \prod_{1 \leq i \leq k} (n+1-i)$. Then either $AB \neq 0$ or $CD \neq 0$.

Proof. We begin by showing that either $A$ or $C$ is non-zero and either $B$ or $D$ is non-zero. Observe that

$$A + C = \sum_{g(\beta) = 0} \left(1 - \frac{1}{\beta}\right).$$

The roots $\beta$ of $w(x)$ other than 1 have absolute value $> 1$ (by Lemma 10) so that the numbers $1/\beta$ are strictly inside the unit circle centered at the origin in the complex plane. This implies that the real part of each summand above is non-negative and at least one real part is positive. We deduce that the right-hand side above is non-zero and, hence, either $A$ or $C$ is non-zero. Similarly, one finds that either $B$ or $D$ is non-zero.

If $A = 0$, then we have $C \neq 0$ and we assume $D = 0$. Proposition 1(ii) implies $\nu(B) > 0$. On the other hand, the definitions of $A$ and $B$ together with the coefficients of $w(x)$ give

$$(4) \quad A + B = \sum_{w(\alpha) = 0} \left(\alpha - \frac{1}{\alpha}\right) = -\frac{k(n+1)}{n}. $$

Since $p \nmid k(n+1)$ and $A = 0$, we deduce that $\nu(A + B) = \nu(B) \leq 0$. This apparent contradiction implies that $D \neq 0$ so that $CD \neq 0$. A similar argument can be done to show that if $C = 0$, then $AB \neq 0$. The lemma follows.

We now give the proof of Theorem 2. We fix $k \geq 2$ (the case $k = 1$ is covered by Theorem 1). We begin by presenting the argument for $k = 3$ and $k \geq 5$ and then explain the necessary changes in the argument for $k = 2$ and $k = 4$. We consider $z$ sufficiently large and, in particular, $\geq k$. Let $t > 0$. For $m$ an integer with $n - k + 1 \leq m \leq n - k + 3$, we consider $p$ such that $p \mid m$ and $p > z$ (if it exists). For each choice of $r = n - m + 1 \in \{k-2,k-1,k\}$, we construct $u(x)$ as above and count the number of bad pairs corresponding to $u(x)$. We let $T$ denote the set of $n \leq t$ for which $\nu(u(\zeta)) > 0$ for some such $m$ and $p$. By Lemma 18, there are $\ll t \log t / \sqrt{z} \log z$ bad pairs $(m',p)$. With $l$ and $m'$ as in Proposition 1, we see that since $p > z$ and $p'm' \leq t$, we have $l \leq (\log t) / (\log p) \leq (\log t) / (\log z)$. The number of $n \in T$ is bounded by the number of triples $(m',p,l)$ with $(m',p)$ a bad pair for some $u(x)$ (with $r \in \{k-2,k-1,k\}$) and $l \leq (\log t) / (\log z)$. Therefore, we deduce that

$$|T| \ll \frac{t \log t}{\sqrt{z} \log z} \cdot \frac{\log t}{\log z} = \frac{t (\log t) \log t}{\sqrt{z} \log^3 z}. $$
We will consider those \( p \) for which \( p \parallel m \) (i.e., the case \( l = 1 \)). If \( n \leq t \) and \( n \notin T \), then the equation \( \nu(w(\zeta)) = l = 1 \) holds whenever \( n - k + 1 \leq m \leq n - k + 3 \), \( m = p' p'' \), \( p' \parallel m' \), \( \zeta \neq 1 \), and \( \zeta'' = 1 \). Therefore, we can apply Proposition 1 for these \( n, m, \) and \( p \). However, before doing so, it will be convenient for us to restrict our attention to \( n \) for which \( n(n-1) \ldots (n-k+1) \) is not divisible by a large powerful number (a positive integer \( d \) such that if \( p \) is a prime divisor of \( d \), then \( p^2 \mid d \)). More precisely, we set

\[
T' = \{ n \leq t : \exists \text{ a powerful number } d > k!^{1/2} \text{ dividing } n(n-1) \ldots (n-k+1) \}. 
\]

We wish to ignore the elements of \( T' \); however, first we obtain an upper bound for \( |T'| \).

Let \( n \in T' \), and let \( p \) be a prime divisor of \( d \) where \( d \) is the largest powerful number dividing \( n(n-1) \ldots (n-k+1) \). Consider those \( p \) that occur as a factor of more than one of \( n + 1 - i \) with \( i \in \{1, \ldots, k\} \). Clearly \( p \leq k \).

For each such \( p \), there are trivially no more than \( k - 1 \) different \( i \in \{1, \ldots, k\} \) such that \( p \parallel (n + 1 - i) \). Set \( d(i) = \gcd(n + 1 - i, d) \), and let \( d'(i) \) denote the largest powerful number dividing \( d(i) \). Then \( \prod_{i=1}^{k} d(i) / d'(i) \) divides \( \prod_{p \leq k} p^{k-1} \). Note that \( d = \prod_{i=1}^{k} d(i) \). We deduce that

\[
t^{1/2} < \frac{d}{k!^k} \leq \prod_{i=1}^{k} \frac{d(i)}{\prod_{p \leq k} p^{k-1}} \leq \prod_{i=1}^{k} d'(i) 
= \prod_{1 \leq i \leq k} \prod_{p \parallel (n+1-i)} p^e \leq \prod_{1 \leq i \leq k} \left( \prod_{p \parallel (n+1-i)} p^{e/2} \right)^3.
\]

Thus, one of the numbers \( n + 1 - i \) with \( i \in \{1, \ldots, k\} \) is divisible by the square of an integer \( t^{1/(6k)} \). Hence,

\[
|T'| \leq k + k \sum_{t > t^{1/(6k)}} \frac{t}{t^2} \ll t^{(6k-1)/(6k)}.
\]

Now, we consider \( n \leq t \) with \( n \notin T \cup T' \) and assume that \( f(k)(x) \) is reducible. Lemma 10 implies that \( f(k)(x) \) can be expressed as a product of two polynomials with roots different from 1. It follows that \( w(x) = g(x)h(x) \) where each of \( g(x) \) and \( h(x) \) are monic polynomials with integer coefficients each having a root different from 1. We fix \( m \in \{n-k+1, n-k+2, n-k+3\} \), and consider the notation of Proposition 1 (so, in particular, \( p \mid m \)) with the sums involving \( A, B, C, \) and \( D \) being taken over all roots to their multiplicities. Again, we suppose \( p \parallel m \) and \( p > z \geq k \). We use Lemma 19 to infer that either both \( A \) and \( B \) are non-zero or both \( C \) and \( D \) are non-zero.
Suppose that \( AB \neq 0 \). Since \( p \mid m \) where \( m \in \{ n-k+1, n-k+2, n-k+3 \} \) and since \( p > z \geq k \), we deduce that

\[
p \mid \prod_{1 \leq i \leq k} (n+i-1).
\]

Since \( k \geq 3 \), we have \( r = n-m+1 \geq k-2 > 0 \). We apply Proposition 1(ii), noting that \( l = 1 \). We deduce that either \( \nu(A) > 0 \) or \( \nu(B) > 0 \).

Analogous to the proof of Theorem 1, we consider a multiple of \( AB \) that lies in \( \mathbb{Z} \). Since \( n \notin T' \), we can express \( n(n-1)\ldots(n-k+1) \) as the product of two positive integers \( n_1 \) and \( n_2 \) where \( n_1 \) is a powerful number, \( n_1 \leq k^{k+1/2} \), \( n_2 \) is squarefree, and \( \gcd(n_1, n_2) = 1 \). Note that \( g(0)A \in \mathbb{Z} \), \( h(0)B \in \mathbb{Z} \), and

\[
g(0)h(0) = \frac{(-1)^{k-1}}{k!} \prod_{1 \leq i \leq k} (n+1-i) = \frac{(-1)^{k-1}n_1n_2}{k!}.
\]

It follows that each prime \( p \) dividing the denominator of \( A \) or \( B \) (as reduced fractions) must divide \( n_1n_2 \). Suppose \( p \) divides the denominator of \( A \) or \( B \) and \( p \mid n_2 \). Since \( n_2 \) is squarefree, (5) implies that \( p \) divides at most one of \( g(0) \) and \( h(0) \). Since \( g(0)A \) and \( h(0)B \) are integers, we deduce that \( p \) divides at most one of the denominators of \( A \) and \( B \). On the other hand, if \( p \) divides exactly one of these denominators, then (4) implies that \( p \) divides \( n \). It follows now that \( n_1nAB \in \mathbb{Z} \).

We bound \( |A| \) and \( |B| \) using an argument similar to that used to obtain (2). The proof of Lemma 7 is easily modified to give that each root \( \alpha \) of \( w(x) \) satisfies

\[
1 \leq |\alpha| < 1 + O_k \left( \frac{\log n}{n} \right).
\]

Now, the argument for (2) gives that each of \( A \) and \( B \) is \( \ll \log n \). We obtain

\[
n_1nAB \ll (t^{1/2})t^2 \ll t^2.
\]

In the case where \( AB \neq 0 \) we deduce that

\[
\prod_{m=n-k+1}^{n-k+3} \left( \prod_{p \mid m, p > z} p \right) \ll t^2.
\]

We show next that this same inequality holds if \( CD \neq 0 \).

Suppose that \( CD \neq 0 \). We follow the above argument for the case \( AB \neq 0 \) with the following changes. Both \( C \) and \( D \) are rational numbers by Proposition 1 and furthermore algebraic integers since \( g(x) \) and \( h(x) \) are monic. Hence, \( C \) and \( D \) and, hence, \( CD \) are in \( \mathbb{Z} \). Instead of the bound on \( |\alpha| \) for roots \( \alpha \) of \( w(x) \) obtained above, we use the weaker bound \( |\alpha| \ll 1 \). We deduce that each of \( C \) and \( D \) is \( \ll t \). Now, (6) follows as before.
We have shown that if $n \notin T \cup T'$ and $f^{(k)}(x)$ is reducible, then (6) holds (where so far we are only considering $k = 3$ and $k \geq 5$). We show now that (6) does not hold for very many $n \leq t$. To get the result stated in the theorem, it is in fact sufficient to show that for almost all $m \leq t$, one has

$$\prod_{p \parallel m, p > z} p \geq m^{1-1/(k+2)}.$$  

Let $T''$ denote the set of $m \leq t$ for which this inequality does not hold. Observe that if $m \in T''$, then either (i) $m$ is divisible by the square of a prime $> z$, or (ii) $m$ divided by the product above is divisible only by primes $\leq z$. The number of $m \leq t$ for which (i) holds is

$$\sum_{m \leq t} \sum_{p > z} 1 \leq \sum_{p > z} \sum_{m \leq t} 1 \leq \sum_{p > z} \frac{t}{p^2} \ll \frac{t}{z \log z}.$$  

For the number of $m \leq t$ satisfying (ii), we define $S$ to be the set of such $m$ which exceed $\sqrt{t}$. The number of remaining $m$ is clearly $\leq \sqrt{t}$. For each $m \in S$, we have

$$\prod_{p \leq z} \prod_{1 \leq j < \infty} p^{j} \parallel m \geq m^{1/(k+2)} > t^{1/(2k+4)}.$$  

Therefore,

$$\sum_{m \in S} \sum_{p \leq z} \sum_{1 \leq j < \infty} \log p > \frac{|S| \log t}{2k+4}.$$  

On the other hand, for $z$ sufficiently large,

$$\sum_{m \in S} \sum_{p \leq z} \sum_{1 \leq j < \infty} \log p \leq \sum_{1 \leq m \leq t} \sum_{p \leq z} \sum_{1 \leq j < \infty} \log p \leq \sum_{p \leq z} (\log p) \sum_{j=1}^{\infty} \sum_{1 \leq m \leq t} \frac{\log p}{p^j} \leq \sum_{p \leq z} \frac{t(\log p)}{p} \leq 2t \log z.$$  

It follows that

$$|S| \ll \frac{t \log z}{\log t}.$$  

We take $z = (\log t)^{10}$. Combining all the estimates above (including the ones for $T$ and $T'$), we deduce that the number of $n \leq t$ for which $f^{(k)}(x)$ is reducible is $O(t \log \log t / \log t)$. 

Next, we consider the cases \( k = 4 \) and \( k = 2 \). The case \( k = 4 \) is identical to the above except that we replace \( m \in \{ n - k + 1, n - k + 2, n - k + 3 \} \) with \( m \in \{ n - 3, n - 2, n \} \). Thus, \( r = n - m + 1 \in \{ 1, 3, 4 \} \) and, as noted after the proof of Lemma 16, no corresponding \( u(x) \) has a cyclotomic divisor. For \( k = 2 \), we consider only \( m \in \{ n - 1, n + 1 \} \) so that \( r \in \{ 0, 2 \} \). The argument is slightly different here as no prime divisor \( p \) of \( n + 1 \) satisfying \( p > k \) divides the constant term of \( w(x) \). In other words, with \( r = 0 \), we are led to applying Proposition 1(i) rather than (ii). In this case, we deduce that each of \( \nu(A), \nu(B), \nu(C), \) and \( \nu(D) \) is positive. For \( r = 2 \), one makes use of Proposition 1(ii) as before. We deduce that

\[
\left( \prod_{p \parallel (n+1), p > z} p \right)^2 \left( \prod_{p \parallel (n-1), p > z} p \right) \ll t^2
\]

instead of (6). The remainder of the argument for \( k = 2 \) is the same as before. Theorem 2 follows.

6. Proof of Theorem 4. We set

\[
w(x) = p(x) = (n - 1)(x^{n+1} - 1) - (n + 1)(x^n - x).
\]

We begin by describing the location of the complex zeros of \( w(x) \).

**Lemma 20.** Let \( n \geq 2 \). Then 1 is a root of \( w(x) \) with multiplicity 3. Furthermore, if \( n \) is odd, then \(-1\) is a root of \( w(x) \) with multiplicity 1.

A proof of Lemma 20 can be given directly by considering the values of \( w(x) \) and its derivatives at 1 and \(-1\). We omit the details.

**Lemma 21.** Let \( n \geq 2 \). If \( w(\alpha) = 0 \), then \(|\alpha| = 1|\).

**Proof.** Observe that if \( \theta \) is not an integer multiple of \( 2\pi/(n - 1) \), then

\[
\frac{\sin \left( \frac{n+1}{2} \theta \right)}{\sin \left( \frac{n-1}{2} \theta \right)} = \frac{e^{i(n+1)\theta/2} - e^{-i(n+1)\theta/2}}{e^{i(n-1)\theta/2} - e^{-i(n-1)\theta/2}} = \frac{e^{i(n+1)\theta} - 1}{e^{i\theta} - e^{-i\theta}} = \frac{e^{-i(n+1)\theta} - 1}{e^{-i\theta} - e^{i\theta}}.
\]

Denote the left-hand side above by \( F(\theta) \). Hence if \( F(\theta) = (n + 1)/(n - 1) \), then \( e^{\pm i\theta} \) is a root of \( w(x) \). For each positive integer \( k < (n - 1)/2 \),

\[
\frac{2k}{n+1} < \frac{2k}{n-1} < \frac{2(k+1)}{n+1}.
\]

Define

\[
I_k = \left[ \frac{2\pi k}{n+1}, \frac{2\pi k}{n-1} \right] \cup \left( \frac{2\pi k}{n-1}, \frac{2\pi (k+1)}{n+1} \right).
\]

Then it is easily checked that \( F(\theta) \) takes on every real value for \( \theta \in I_k \). In
particular, for each positive integer $k < (n - 1)/2$, there is a $\theta \in I_k$ such that $F(\theta) = (n + 1)/(n - 1)$ and, consequently, $w(e^{\pm i\theta}) = 0$. If $n$ is even, then we obtain $n - 2$ distinct roots of $w(x)$ different from $\pm 1$ of the form $e^{i\theta}$. If $n$ is odd, then we obtain $n - 3$ distinct roots of $w(x)$ different from $\pm 1$ of the form $e^{i\theta}$. Combining this information with Lemma 20 implies the desired result. ■

We consider $w(x) = g(x)h(x)$ as in the propositions. We take $g(x)$ so that $g(1) \neq 0$ and $g(-1) \neq 0$. If $p(x)$ does not factor as in the theorem, then we can find such $g(x)$ and $h(x)$ with each containing at least one root other than 1 and −1. We assume we have such a factorization of $w(x)$, and define $A$, $B$, $C'$, and $D'$ as in the propositions. Observe that if we obtain a contradiction for all but $O(t^{4/5 + \varepsilon})$ different $n \leq t$, then Lemma 20 implies the theorem.

Let $p$ be an odd prime divisor of $n + 1$, and define $l$ and $m'$ as in Proposition 2. Observe that $w(x) \equiv (n - 1)(x^n + 1) \pmod{p'}$. If $\zeta \neq \pm 1$ and $\zeta^{m'} = 1$, then $w(\zeta)\zeta = (n + 1)(\zeta - 1)(\zeta + 1)$. Clearly, $\nu(\zeta) = 0$. Also, Lemma 6 implies that $\nu(\zeta - 1) = \nu(\zeta + 1) = 0$. It follows that $\nu(w(\zeta)) = l$. From Proposition 2, we find that $\nu(C')$ and $\nu(D')$ are positive.

Let $p$ be an odd prime divisor of $n$, and define $l$ and $m'$ as in Proposition 3. Then $w(x) \equiv -(x^n - 1)(x + 1) \pmod{p'}$. If $\zeta \neq 1$ and $\zeta^{m'} = 1$, then $w(\zeta) = 2n(\zeta - 1)$. We deduce that $\nu(w(\zeta)) = l$. From Proposition 3, we infer that $\nu(C')$ and $\nu(D')$ are positive.

By Lemma 21, the roots of $w(x)$ have absolute value 1. We easily deduce that $A = B = 0$. Let $p$ be an odd prime divisor of $n - 1$, and define $l$ and $m'$ as in Proposition 4. Then $w(x) \equiv -(n + 1)(x^{n+1} - 1) \pmod{p'}$. If $\zeta \neq \pm 1$ and $\zeta^{m'} = 1$, then $w(\zeta) = (n + 1)(\zeta - 1)(\zeta + 1)$. As in the case $p | (n + 1)$ above, we obtain $\nu(w(\zeta)) = l$. From Proposition 4, we see that at least one of $\nu(C') > 0$ and $\nu(D') > 0$ holds.

Lemma 21 implies that for each root $\alpha$ of $w(x)$, the real part of $1 - \alpha^2$ is positive unless $\alpha = \pm 1$. Since we are considering $g(x)$ and $h(x)$ to each have a root other than $\pm 1$, the real parts of $C'$ and $D'$ are positive. Also, Lemma 21 implies that $C'$ and $D'$ are each $\ll n$. Since the leading coefficient of $w(x)$ is $n - 1$, we deduce that $(n - 1)^2C'D'$ is a non-zero integer with absolute value $\leq (n - 1)^2n^2$.

Combining the above information, we see that if $n \leq t$, then

$$
\left( \prod_{p | (n + 1), \, p > 2} p \right)^2 \left( \prod_{p | n, \, p > 2} p \right)^2 \left( \prod_{p | (n - 1), \, p > 2} p \right) \ll (n - 1)^2 |C'D'| \ll (n - 1)^2 n^2 \ll t^4.
$$

Theorem 4 now follows as a consequence of Lemma 8.
Having only one non-cyclotomic irreducible factor
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