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0. Introduction. One reason for studying the classical Kloosterman
sums

(0.1) S(a, b; c) =
∑

xy≡1 (mod c)

e2πi(ax+by)/c

is that they can be used to express the Fourier coefficients of the Poincaré
series for the group GL(2,Q). As Kloosterman [Kl] pointed out, estimates of
the Kloosterman sums lead to bounds for the Fourier coefficients of modular
forms (see also Selberg [Se]). To estimate S(a, b; c) one easily reduces to
the case c = pm and p - ab, with p prime. Salié [Sa] explicitly calculated
S(a, b; pm) when m > 1 and Weil [W1] proved that |S(a, b; p)| ≤ 2

√
p as a

consequence of his proof of the Riemann hypothesis for curves.
Thanks to Deligne [D], we now have efficient techniques for estimating

exponential sums such as S(a, b; p). Paradoxically, the simpler case of expo-
nential sums over Z/pmZ with m > 1 is in some ways less well understood.
Smith and Loxton [Sm1, Sm2, Lo-Sm1] generalized Salié’s methods and
Katz [K1] interpreted such results as a stationary phase formula. We take
Katz’s point of view, proving and generalizing his statement in Section 1.
Our statement is very convenient for applications, and in many cases it gives
sharper bounds than those of Smith and Loxton. We give several examples
to illustrate the use of our theorem.

The theory of Poincaré series for GL(3,Q) was developed by Bump,
Friedberg, and Goldfeld [B-F-G] and extended to GL(N,Q) independently
by Friedberg [F] and Stevens [S]. The Fourier coefficients of these Poincaré
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series can be expressed in terms of certain exponential sums, which are there-
fore called GL(N,Q)-Kloosterman sums. Following [S], we will denote these
sums Kl(wt, ψ, ψ′), where w is in the Weyl group of G, t is a diagonal matrix,
and ψ, ψ′ are characters of the group U(Q) of unipotent upper triangular
matrices, trivial on U(Z). The GL(N,Q)-Kloosterman sum is a product of
local GL(N,Qp)-Kloosterman sums Klp(wt, ψ, ψ′); we will usually omit the
subscript p.

Fix N = 3 and let w0 be the long element of the Weyl group. For w 6= w0,
sharp bounds for Kl(wt, ψ, ψ′) are given in [B-F-G] and [L]. For w = w0,
the bound

(0.2)

|Kl(w0t, ψ, ψ
′)| ≤ Cψ,ψ′(r + 1)(s+ 1)p(r+s+min{r,s})/2,

t =



ps

pr−s

p−r


 ,

for the local Kloosterman sum is given in [S, Theorem 5.1]. In Section 2
we find a fairly explicit expression for these long-element Kloosterman sums
and in Section 3 we improve the bound (0.2).

A more detailed description of our results follows.

Stationary phase. Following Katz [K1], we describe our results in the
language of schemes. While we have tried to present the material in a way
that will be comprehensible even to those unfamiliar with this language, we
fear that the language (and the level of generality) may obscure the fact that
we have made one or two substantial improvements over previous results.
We will therefore consider first the simplest case in which our improvements
come into play.

Let f be a polynomial with coefficients in Zp (or Z or Z/pmZ) and
consider the exponential sum

Sm(f) =
pm∑
x=1

e2πif(x)/pm =
∑

x∈Z/pmZ
e2πif(x)/pm .

The basic idea, which goes back at least to Salié [Sa], is to use the Taylor
expansion

f(x+ pm−jy) = f(x) + pm−jf ′(x)y + 1
2p

2(m−j)f ′′(x)y2 + . . .

If 2(m− j) ≥ m (and p is odd) it follows that

Sm(f) =
1
pj

∑

x∈Z/pmZ

∑

y∈Z/pjZ
e2πif(x+pm−jy)/pm

=
∑

x∈Z/pmZ
e2πif(x)/pm · 1

pj

∑

y∈Z/pjZ
e2πif ′(x)y/pj .
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The inner sum vanishes unless f ′(x) ≡ 0 (mod pj), leading to

Sm(f) =
∑

x∈Z/pmZ, f ′(x)≡0 (mod pj)

e2πif(x)/pm ,

which we interpret as a sum over the approximate critical points of f .
In the simplest case, f ′′(x) is a unit for every approximate critical point x

of f and there are one-to-one correspondences D(Fp)
∼→ D(Z/pjZ) ∼→

D(Zp), where we let D(A) := {x ∈ A : f ′(x) = 0} be the set of critical
points in A. In particular, the number of critical points is at most the de-
gree of f ′. Following Katz, we focus on the p-adic critical points and rewrite
the above equation as

Sm(f) =
∑

x∈D(Zp)

∑

y∈Z/pm−jZ
e2πif(x+pjy)/pm .

Taking one more term in the Taylor expansion, one identifies the inner
sum as a power of p times a Gauss sum times e2πif(x)/pm , the value of
the exponential at the exact (p-adic) critical point.

Our main new idea is what to do when f ′′(x) is not a unit for some ap-
proximate critical point x. Katz does not deal with this point; Smith [Sm2]
and Loxton–Smith [Lo-Sm1] introduce some new ideas to estimate the num-
ber of approximate critical points; and for each such point they estimate the
local term (a Gauss sum). We assume that j is sufficiently large, then ap-
ply Hensel’s Lemma to lift the approximate critical points to exact ones.
More precisely, assume that f ′′(x) = ph(unit), where x ∈ D(Z/pjZ) and
j ≥ 2h + 1. Then there is a unique exact critical point x0 ∈ D(Zp) such
that x ≡ x0 (mod pj−h). Now we group together all the terms coming from
x′ ∈ D(Z/pjZ) that correspond to the same x0 ∈ D(Zp), to get one local
term for x0. This allows for further cancellation; since our local term is still
a Gauss sum, we are able to realize this possibility. This is why we get better
bounds, when j is sufficiently large, than those of Loxton–Smith. Our main
result is unfortunately complicated since we need to allow the possibility of
a different value of h for each approximate critical point (and it is certainly
not sufficient to consider the value of f ′′(x0) for the exact critical points)
but the examples show that this is rarely a problem.

When everything is worked through, we find that (with notation as
above, and still assuming p 6= 2) our method works if m ≥ 3h + 2. In
order to get this same result when dealing with sums in several variables,
we need a slight improvement (our Lemma 1.20) on the usual n-dimensional
version of Hensel’s Lemma (e.g., the one in Bourbaki [B, Chapter III, § 4.5,
Theorem 2]): basically, looking at the Jacobian determinant is too sloppy.
Although we only state this lemma for Zp, it clearly holds more generally (1).

(1) One of us has worked out a more general version in [Fi].
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Finally, let us say where we still fall short of previous results. Loxton
and Smith have reasonable results for all values of m, whereas our method
works only for m sufficiently large. They also have results [Lo-Sm2] (only
for one-variable sums, as considered above) when there is a multiple root of
the derivative: that is, f ′′(x0) = 0 for some exact critical point x0 ∈ D(Zp).

Let us now state our results in more generality.
Let V be a smooth, n-dimensional variety over Zp and f a regular func-

tion on V . If the Hessian determinant of f is a unit at every critical point
of f (mod p) then, for all m > 1,

(0.3) S = Sm(V, f) =
∑

x∈V (Z/pmZ)

e2πif(x)/pm

can be expressed as a sum, over the critical points x of f , of pnm/2e2πif(x)/pm

times a root of unity; this is the statement in [K1]. This is closely analogous
to the classical stationary phase formula for estimating oscillatory integrals:
we can think of S as pnm times

∫
V (Zp) e

2πitf(x) dx with t = 1/pm; then m > 1
means that t is large (p-adically).

We have generalized Katz’s statement by weakening the hypothesis that
the Hessian determinant of f be a unit: we assume only that it is non-zero
at every (approximate) critical point of f . (In fancy language, Katz assumes
that the locus of critical points of f is étale over Zp; we assume that it is
étale over Qp.) In [Lo-Sm1] the hypotheses are similar to ours, but only the
case of affine space (V = An) is considered. If the Hessian determinant is not
a unit then [Lo-Sm1] gives bounds on |S| for all m > 1; our result applies
only for m sufficiently large, but then it leads to sharper bounds. Our main
result is

Theorem 0.1. Let S be defined by (0.3). For sufficiently large m,

S = pnm/2
∑

x∈D(Zp)

e2πif(x)/pmGm(Hx),

where D is the scheme of critical points of f , Hx is the Hessian matrix of f
at x, and Gm(Hx) is the normalized Gauss sum defined in Definition 1.2.

The hypotheses are stated precisely in Theorem 1.8.
By way of example, we apply our results to Gauss sums, Kloosterman

sums (recovering the results of [Sa]), and the n-variable Kloosterman sums
considered in [Sm1] and (later) in [L] (for n = 3) and [F].

GL(3)-Kloosterman sums. In Section 2 we evaluate the GL(3)-Klooster-
man sum Kl(w0t, ψ, ψ

′), for the long element

w0 =




1
−1

1



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of the Weyl group,

t =



ps

pr−s

p−r


 , ψ




1 x z
1 y

1


 = e2πi(ν1x+ν2y),

and

ψ′




1 x z
1 y

1


 = e2πi(ν′1x+ν′2y).

For simplicity, we will assume here that ν1, ν2, ν′1, and ν′2 are units in Zp.
Our first result, Theorem 2.4, is a slightly more explicit formula than what
is given in [S]. Our formula involves classical Kloosterman sums, as in (0.1),
and sums of products of Kloosterman sums, similar to (0.4) below.

The Kloosterman sum Kl(w0t, ψ, ψ
′) is defined as the sum of ψ(u)ψ′(u′)

over pairs u ∈ U(Zp)\U(Qp), u′ ∈ U(Qp)/U(Zp) such that

uw0tu
′ ∈ X(w0t) = U(Zp)\U(Qp)w0tU(Qp) ∩GL(3,Zp)/U(Zp).

In order to calculate Kl(w0t, ψ, ψ
′), one first breaks up X(w0t) into smooth

strata. We use the same stratification as Stevens, but we associate each
stratum with one of the cells of the Iwahori decomposition of GL(3,Zp). We
hope that this approach will be helpful in the case of other reductive groups.

The rest of Section 2 is an elaborate bookkeeping exercise (one that
would be greatly simplified if we assumed in Section 2, as we do here, that
ν1, ν2, ν′1, and ν′2 are units). We express our results in terms of the sum of
products

(0.4) P (γ;Z/prZ) =
∑

x∈(Z/prZ)×

p - (ax+b)(cx+d)

S(1, x; pr)S(1, γ(x); ps),

where γ(x) = (ax + b)/(cx + d) is a linear fractional transformation with
a, b, c, d ∈ Zp and vp(ad− bc) = s− r. A simplified version of Theorem 2.11
is

Theorem 0.2. Assume that s ≥ r ≥ 2 and let

γm =
(
ν2ν
′
1 0

pr−2m −ps−rν1ν
′
2

)
.

If r = s then

Kl(w0t, ψ, ψ
′) = pr

[
1
p

+ 1 +
∑

1≤m≤r/2
p−mP (γm;Z/pmZ)

]
.

If r < s then the Kloosterman sum vanishes if r is odd ; if r is even then

Kl(w0t, ψ, ψ
′) = pr/2P (γr/2;Z/pr/2Z).
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In Section 3 we analyze the sums P (γ;Z/pmZ). Using the stationary
phase results of Section 1 and the l-adic techniques developed by Deligne
and Katz [D, K2, K3], we estimate these sums in most cases. (We do not
deal with γ =

(
a b
c d

)
if vp(b/3) = vp(c) < m.) Our results show that almost

all of the terms of the sum in Theorem 0.2 telescope or vanish. A simplified
version of Theorem 3.7 is

Theorem 0.3. Assume that p > 3 and s ≥ r ≥ 2; let γm be as in
Theorem 0.2 and let ε = vp(ν1ν

′
2 + ν2ν

′
1). If r = s then

Kl(w0t, ψ, ψ
′) = pr

[ ∑

m∈M
p−mP (γm;Z/pmZ) + T

]
,

where

M =
{
r + 1

3
,
r − ε

2
,
r

2

}
∩ Z ∩

[
r + 1

3
,
r

2

]
, T =

{
0 if r > 3ε+ 2,
pbr/3c if r ≤ 3ε+ 2,

and bxc denotes the greatest integer in x. As r → ∞, |Kl(w0t, ψ, ψ
′)| =

O(p5r/4) unless ν1ν
′
2 +ν2ν

′
1 = 0 (or ε =∞), in which case |Kl(w0t, ψ, ψ

′)| =
O(p4r/3). If r < s then |Kl(w0t, ψ, ψ

′)| ≤ 6p(3r+2s)/4 if r is even; if r is
odd then the Kloosterman sum vanishes.

As promised, this represents an improvement over (0.2). There is little
room left for cancellation, so our bounds should be sharp (with the exception
of the constant O(1) in Theorem 3.7 when p = 2 or 3).

Open problems. Our work suggests the following problems; the third
seems fairly manageable.

1. Globalize the explicit formulae for the GL(3,Qp)-Kloosterman sums
to obtain formulae for GL(3,Q)-Kloosterman sums. Stevens notes in [S]
that improved estimates for Kl(w0t, ψ, ψ

′) will not yield a larger region of
convergence of the Kloosterman zeta function. It is possible, however, that
our fairly explicit formulae will be useful in the study of the zeta function.

2. Describe a smooth stratification of Kloosterman sets in the case of
GL(N,Qp), N > 3 (more generally, in the case of an arbitrary algebraic
reductive group over a local field). We hope that a refinement of our method
of breaking up the Kloosterman sets according to the Iwahori decomposition
will yield such a stratification (2).

3. Extend Deligne’s theory of exponential sums over Fp to handle sums
over Z/pmZ by using Witt vectors to replace n-dimensional varieties over
Z/pmZ with nm-dimensional varieties over Fp. Prove a stationary phase
theorem in this context. This should lead to a uniform method for estimating
the sums P (γ;Z/pmZ); in this paper, we use different methods, depending
on γ and m.

(2) Some work along these lines has already been completed: see [D-R].
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4. Use the ideas described above to remove the hypothesis that the
scheme of critical points be generically étale, leading to a generalization
of the work of Smith, Loxton, and Vaughan [Lo-Sm2, Lo-V] on one-variable
sums (the case V = A1).

1. Stationary phase method for p-adic integrals. In this section, we
discuss a p-adic analogue of the classical stationary phase method (see, e.g.,
[H, Section 7.7]) for finding asymptotics of integrals of the form∫
φ(x)e2πitf(x)dx as t → ∞. This analogue turns out to be very handy

for estimating exponential sums over Z/pmZ when m > 1. (When m = 1,
one uses Deligne’s theory [D].) We have tried to present this material in a
way that will be easy to use and we give several explicit examples.

Notation 1.1. We will use the following notation throughout this sec-
tion: p is a prime, vp is the valuation on the field Qp of p-adic numbers,
V is a smooth scheme of dimension n ≥ 1 over Zp, f : V → A1 = A1

Zp
is a Zp-morphism, and D ⊆ V is the scheme of critical points of f . (Since
we are familiar with it, we use the language of schemes. It should not be
hard to translate into other languages—see the Explicitation subsection.)
Let Hx = Hx,f denote the Hessian matrix of f at x (cf. the Explicitation
subsection) and let Hx(z) denote the quadratic form Hx(z) = tzHxz. We
let m be an integer greater than 1 and let

(1.1) S = Sm,V,f =
∑

x∈V (Z/pmZ)

e2πif(x)/pm ,

so that
∫
V (Zp) e

2πif(x)/pm dx can be interpreted as p−nmS.

Statements. Before stating any version of the stationary phase formula,
we will discuss the Gauss sums that occur. For the usefulness of our nor-
malization, see both Proposition 1.3 below and (for the case n = 1) Exam-
ple 1.13. We will use the Gauss sum Gh(A; v) only when v = 0 or h = 1.

Definition 1.2. Let A be a symmetric, n×n matrix with entries in Zp
and let v ∈ Znp . For h ≥ 1, we define the normalized, n-dimensional Gauss
sum associated with A and v to be

(1.2)
Gh(A; v) = p−nh/2

∑

x∈(Z/phZ)n

eπi(
txAx)/phe2πi v·x/ph ;

Gh(A) = Gh(A; 0);

with the convention that πi(txAx)/ph means 2πi(tx · 1
2A · x)/ph if p is odd;

and if p = 2 then it means 2πi(txAx)/ph+1—note that, since A is symmetric,
txAx makes sense as an element of Z/2h+1Z if x ∈ Z/2hZ.
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Proposition 1.3. Let A be as above.

(a) Assume that detA 6= 0 and that h is large enough that A′ = phA−1

has entries in Zp. If p = 2, also assume that the diagonal entries of A′ are
even. Then Gh(A) is p vp(detA)/2 times a fourth root of unity (unless p = 2,
in which case it may be an eighth root of unity). This root of unity depends
only on whether h is even or odd ; that is, Gh(A) = Gh+2(A).

(b) If v = Au then Gh(A; v) = e−πi
tuAu/phGh(A). If p is odd then

Gh(A, v) 6= 0 if and only if v = Au for some u.
(c) Let r denote the rank of A, thought of as a linear transformation on

Fnp . Either G1(A, v) = 0 or it is p(n−r)/2 times a root of unity as in (a).

P r o o f. (a) Think of (Z/phZ)n as Znp/phZnp and note that, for any y ∈
A′Znp , we have t(x+y)A(x+y) ≡ txAx (mod 2ph). Since A′Znp ⊇ A′AZnp =
phZnp with index pvp(detA), we find

pnh/2Gh(A) =
∑

x∈Znp/phZnp
eπi(

txAx)/ph = pvp(detA)
∑

x∈Znp/A′Znp
eπi

tx(p−hA)x.

Note that Znp and A′Znp are duals with respect to the inner product on Qnp
defined by 〈x, y〉 = tx(p−hA)y, that 〈x, x〉 is even for all x ∈ A′Znp , and
that |Znp/A′Znp | = pvp(detA′) = pnh−vp(detA). Thus the last sum above is
pvp(detA′)/2 times Weil’s invariant γp(p−hA) of the form 〈 , 〉. (Cf. [W2] or
[M-H, Appendix 4], for example.) Checking the powers of p, one finds that

(1.3) Gh(A) = pvp(detA)/2γp(p−hA).

Since γp gives a homomorphism from the Witt group W (Qp) to C× and
|W (Qp)| = 4 (except that |W (Q2)| = 8), γp(p−hA) is a root of unity, as
stated. For any P ∈ GLn(Qp), γp(A) = γp(tPAP ); thus γp(A) = γp(p2A)
(taking P = pIn) and so γp(p−hA) depends only on the parity of h.

(b) Replacing x by x+ y in (1.2), one obtains

Gh(A; v) = eπi
tyAy/phe2πi v·y/phGh(A; v +Ay).

If v = Au then, taking y = −u, we get the desired formula. Now assume that
p is odd. If Gh(A; v) 6= 0 and Ay = 0 ∈ (Z/phZ)n then v ·y = 0 ∈ (Z/phZ)n.
Now the trick is to diagonalize A as a linear transformation: by the theory
of elementary divisors, we can find invertible matrices P and Q with entries
in Zp such that P−1AQ is diagonal. If P−1AQy = 0 then AQy = 0, so
tvQy = v · Qy = 0; it follows that tvQ = tu0P

−1AQ, whence v = Au with
u = tP−1u0.

(c) We will defer this proof until after Remark 1.14. (There is no circu-
larity: Example 1.13 and Remark 1.14 rely on Theorem 1.8(b), which uses
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only part (a) of this proposition.) Unfortunately, we cannot simply quote
[Lo-Sm1] because their result is incorrect when p = 2.

Note that the condition that phA−1 have entries in Zp is equivalent to
each of the following: there is an A′ with entries in Zp such that A′A = phIn;
AZnp ⊇ phZnp ; ph kills Znp/AZnp . These conditions all make sense if we replace
Zp with Z/pNZ with N > h. Furthermore, h > vp(detA) is good enough,
by Cramer’s rule. For a direct calculation of the Gauss sum Gh(A), see
Remark 1.14.

In [K1, p. 110], Katz states the following theorem, without proof:

Theorem 1.4. Suppose that f is a “Morse function”: that is, assume
that the scheme D of critical points of f in V is finite étale over Zp. Then
S = 0 if D(Zp) is empty. In general ,

(1.4) S = pnm/2
∑

x∈D(Zp)

e2πif(x)/pmGm(Hx)

and

(1.5) Gm(Hx) =





1 if m is even,

G1(Hx) =
1

pn/2

∑

z∈(Fp)n

eπiHx(z)/p if m is odd.

R e m a r k s 1.5. (1) Since Gm(Hx) is a root of 1, |S| ≤ |D(Zp)|pnm/2.
(2) If D is not étale then it is still closed in V . We can apply the first part

of the theorem to V ′ = V −D and conclude that the sum over V (Z/pmZ) is
the same as the sum over V (Z/pmZ) \ V ′(Z/pmZ). This is not the same as
the sum over D(Z/pmZ). Consider, for example, V = Gm = SpecZp[t, t−1]
and f(t) = t+ t−1. Then D = SpecZp[t, t−1]/(1− t−2) (which is not étale if
p = 2) and V ′ = SpecZp[t, 1/t(t2 − 1)]. Therefore V (Z/pmZ) = (Z/pmZ)×

and V ′(Z/pmZ) = {x ∈ Z/pmZ : x 6≡ 0, 1,−1 (mod p)}; and D(Z/pmZ) =
{1,−1} if p is odd, D(Z/pmZ) = {1, 1 + pm−1,−1,−1 + pm−1} if p = 2.

(3) Katz interprets S as pnm times the integral
∫
V (Zp) e

2πif(x)/pmdx, but
our interest is in the sum itself. Katz states the theorem for a slightly more
general integrand: e2πitf(x), with t ∈ Qp and vp(t) = −m. Since we are
not interested in the variation with t, we absorb it into the function f :
tf(x) = (pmt)f(x)/pm and, since pmt ∈ Z×p , the new function (pmt)f is still
defined over Zp.

(4) We will prove the finer version of stationary phase given below. (The
case j = 1 of Theorem 1.8(a) follows from Katz’s version, cf. (2) above, as
does the case h = 0, k = 1 of Theorem 1.8(b).) Note that Corollary 1.10 can
be interpreted as a stationary phase formula for

∫
V (Zp) φ(x)e2πif(x)/pm dx,

where φ : V (Zp) → C is any locally constant function. (Presumably, the
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stationary phase formula still holds for
∫
V (Qp) φ(x)e2πif(x)/pm dx, where φ :

V (Qp)→ C is locally constant and compactly supported.)

Definition 1.6. Let x ∈ D(Z/pkZ). We will say that x is an h-étale
critical point of f if h < k and Hx divides phIn; that is, if there is a matrix
H ′ (with entries in Z/pkZ or in Zp) such that H ′Hx = phIn. If p = 2 and
one can take H ′ with even diagonal entries then we will say that x is strictly
h-étale.

R e m a r k s 1.7. (1) If x is a 0-étale critical point of f then the Hessian
matrix is invertible at x, and so x is an étale point of the scheme D of
critical points of f . (Cf. the Explicitation subsection, below.) Thus h-étale
is a weakening of étale.

(2) By Cramer’s rule, Hx divides pvIn with v = vp(detHx).
(3) Assume that x ∈ D(Z/pkZ) is h-étale. Then x is also h′-étale if

h ≤ h′ < k; and if k < k′ and y ∈ D(Z/pk′Z) reduces to x then y is h-étale.
If p = 2 and h+ 1 < k then x is strictly (h+ 1)-étale.

Theorem 1.8. Let m and j be positive integers, with j ≤ m. Let S
be as in (1.1) and , for x ∈ V (Z/pjZ), let Sx represents the sum over all
x ∈ V (Z/pmZ) that reduce to x, so that S =

∑
x Sx.

(a) If 2j ≤ m then Sx = 0 unless x ∈ D(Z/pjZ). Now let m = 2j or
2j + 1 and let x ∈ V (Z/pmZ) map to x ∈ D(Z/pjZ). If m = 2j then

Sx = pnm/2e2πif(x)/pm .

If m = 2j + 1 then

Sx = pnm/2e2πif(x)/pmG1(Hx, p
−j grad f(x)).

In particular , if we let s denote the maximum value of n − rankFpHx for
x ∈ D(Z/pjZ) then |S| ≤ |D(Z/pjZ)|p(nm+s)/2.

(b) Assume there are positive integers h and k, with h < k, such that
every x ∈ D(Z/pkZ) is an h-étale critical point of f ; if p = 2 and m − h
is even then also assume that all such x are strictly h-étale. If m ≥ 3h+ 2
and m ≥ 2k then

(1.6) S =
∑

x∈D(Zp)

Sx, Sx = pnm/2e2πif(x)/pmGm(Hx),

where x denotes the image of x ∈ D(Zp) in D(Z/pjZ), with j = b(m−h)/2c.
In particular , if we let s denote the maximum value of vp(detHx) for x ∈
D(Zp) (so that s ≤ nh) then |S| ≤ |D(Zp)|p(nm+s)/2.

R e m a r k s 1.9. (1) Examples 1.15 and 1.16 show that the bounds on m
are sometimes necessary, at least when h = 1.
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(2) It seems to us that most of the power of the stationary phase method
is in Theorem 1.8(a) (which follows from the fact that the sum of a non-
trivial character over a finite group vanishes). For example, it leads to the
bound |S| ≤ |D(Z/pjZ)|pn(m−j). If D is étale then this is the “right” bound
when m = 2j and it is close when m = 2j + 1.

(3) The main disadvantage of Theorem 1.8(a) is that it is hard to es-
timate the number of points in D(Z/pjZ); this is done (in the case V =
An) in [Lo-Sm1]. There may also be cancellation among the terms Sx for
x ∈ D(Z/pjZ); this is why part (b) leads to sharper bounds. In some cases,
such as Example 1.17, there is enough control over the critical points to get
reasonably good bounds from part (a).

Corollary 1.10. Keep the notations of Theorem 1.8(b) and let φ :
V (Z/pjZ) → C be any function; also let φ denote the compositions
V (Z/pmZ) → V (Z/pjZ) → C and D(Zp) → V (Z/pjZ) → C (by abuse
of notation). Let

S(φ) :=
∑

x∈V (Z/pmZ)

φ(x)e2πif(x)/pm .

Then
S(φ) = pnm/2

∑

x∈D(Zp)

φ(x)e2πif(x)/pmGm(Hx).

Explicitation. First, let us reassure those who are unfamiliar with the
language of schemes that the notation V (Zp), where V ⊆ An is the scheme
defined by equations fi = 0, denotes the set of solutions x ∈ Znp to fi(x) = 0.
Similarly for V (Z/pmZ) (or V (R), where R is any Zp-algebra).

So far, we have been vague about the definition of D, simply referring
to it as “the scheme of critical points of f”. (Katz refers to D as “the
subscheme . . . of V defined by the vanishing of grad(f)”. We avoid this
description because of Example 1.12.) Now we will be more precise.

First, recall the Jacobian criterion for smoothness. (Some standard refer-
ences are [M, Section III.10], [D-G, Section I.4.4], and [SGA].) A scheme V
over Zp is smooth if, locally, V = SpecA with A = Zp[t1, . . . , tN ]/(g1, . . . , gr)
and the r × r minors of ∂(g1, . . . , gr)/∂(t1, . . . , tN ) generate the unit ideal
in A. Equivalently, N = n+ r (where n is the dimension of V over Zp) and
the Jacobian matrix has rank r at every point of V . In particular, V/Zp
is étale (i.e., smooth of dimension 0) if and only if it is locally of the form
V = SpecA, where A = Zp[t1, . . . , tN ]/(g1, . . . , gN ) and the Jacobian matrix
∂(g1, . . . , gN )/∂(t1, . . . , tN ) is invertible.

The simplest case is when V is affine space An = AnZp (or an open
affine subscheme of An). Then the Zp-morphism f : V → A1 is simply
a polynomial (or a rational function with denominator a unit on V ). The
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gradient of f is the n-tuple grad f = (∂f/∂t1, . . . , ∂f/∂tn) of polynomi-
als (or rational functions) and D ⊆ V is the closed subscheme defined by
∂f/∂t1, . . . , ∂f/∂tn. The Hessian matrix of f is H = (∂2f/∂ti∂tj), which
is also the Jacobian matrix of grad f . For a Zp-valued point x ∈ V (Zp),
the Hessian of f at x is Hx = (∂2f/∂ti∂tj |x), a matrix with entries in Zp.
By the Jacobian criterion, D is étale at x if and only if x ∈ D and Hx is
invertible. (Equivalently, detHx ∈ Z×p ; or H is invertible as a matrix with
entries in the local ring OV,x.)

In practice, V is often an affine variety; in general, this is true locally.
So suppose that V = SpecA with A = Zp[t1, . . . , tN ]/(g1, . . . , gr); we can
use the Jacobian criterion to check that V is smooth. The Zp-morphism
f : V → A1 can be thought of as a polynomial in t1, . . . , tN . We want D to
be the scheme of “singular points of the level sets of f”, so we define D by
the condition that f, g1, . . . , gr do not define a smooth scheme:

D := SpecA/I,

where I is the ideal generated by the (r+ 1)× (r+ 1) minors of the Hessian
∂(f, g1, . . . , gr)/∂(t1, . . . , tN ). That is, grad f should be a linear combination
of grad g1, grad g2, . . . , grad gr at every point of D. According to the method
of Lagrange multipliers, D can be interpreted as the scheme of “critical
points of f”.

More intrinsically, the Jacobian criterion implies that Ω1
A/Zp , the mod-

ule of differentials, is free (possibly after replacing V by a smaller neigh-
borhood). If we choose a basis ω1, . . . , ωn and let ∂1, . . . , ∂n be the cor-
responding derivations ∂i : A → A then we can let D = SpecB, where
B = A/(∂1f, . . . , ∂nf); a different choice of basis for Ω1

A/Zp leads to the
same ideal in A. The Hessian matrix H = (∂i∂jf) should be thought of as
having entries in B; as such, a different choice of basis for Ω1

A/Zp transforms
H into PH tP with some invertible matrix P .

Assume that x ∈ D(Z/pmZ) (or x ∈ D(Zp)). The Hessian matrix Hx of
f at x is the Jacobian matrix of grad f at x, which presents Ω1

D/Zp,x, the
stalk at x of the sheaf of differentials of D over Zp. Thus D is étale at x if and
only if Hx is invertible. More generally, vp(detHx) is the length of Ω1

D/Zp,x
as a Zp-module and x is an h-étale critical point of f (Definition 1.6) if and
only if phΩ1

D/Zp,x = 0. (If p = 2 then being a strictly h-étale critical point of
is not an intrinsic property of x ∈ D(Z/pmZ).) Note that if D is generically
étale, so that Qp ⊗Ω1

D/Zp = 0, then phΩ1
D/Zp = 0 for some h, so that every

x ∈ D(Z/pmZ) with m > h is an h-étale critical point of f .

R e m a r k 1.11. Let Ṽ = Spec Ã with Ã = Zp[t1, . . . , tN ]/(g̃1, . . . , g̃r)
and f̃ : Ṽ → A1, where f̃ ≡ f and g̃i ≡ gi (mod p). Then V is smooth if
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and only if Ṽ is and f is a “Morse function” if and only if f̃ is. Furthermore,
the number of critical points will be the same for f and f̃ ; if we are only
interested in estimating the sums then we may replace (V, f) with (Ṽ , f̃).
(In the stationary phase formula, the Gauss sums will be the same for f and
f̃ but the exponentials will, in general, be different.)

Example 1.12. Let V = Gm = SpecZp[x, 1/x] and f(x) = ax, with
a ∈ Zp. If a is a unit then D = ∅ and the sum vanishes; of course, The-
orem 1.4 is just a grand generalization of the fact that the sum of a non-
trivial character over a finite group vanishes. However, if a is not a unit
then D = Spec(Zp/aZp)[x, 1/x], which is not étale over Zp, so Theorem 1.4
does not apply. One way to phrase this caution is that if we refer to D as
the scheme defined by “the vanishing of grad f”, we mean “the vanishing
(mod p) of grad f”.

Of course, the sum is pm − pm−1 if vp(a) ≥ m, −pm−1 if vp(a) = m− 1,
and it vanishes when vp(a) < m − 1 (which often trips up those of us who
are accustomed to the case m = 1). Since D(Z/pjZ) = ∅ when j > vp(a),
Theorem 1.8(a) gives the weaker result that the sum vanishes when m ≥
2vp(a) + 2.

Example 1.13. We can recover part of the evaluation of one-dimensional
Gauss sums (as in [Da, Section 2], for example), although we rely on the
case m = 1 for odd p. Let

(1.7) gm(a) :=
∑

x∈Z/pmZ
e2πiax2/pm = pm/2Gm(2a)

for a ∈ Z×p and m ≥ 1. (Of course, we could let gm(pja) = pjgm−j(a) if
j < m.) We have V = A1 = SpecZp[x], f(x) = ax2, f ′(x) = 2ax, and Hx =
f ′′(x) = 2a so D = SpecZp[x]/(2x) and Gm(Hx) = Gm(2a) = p−m/2gm(a).

First consider the case p > 2, so that D is étale and we can apply
Theorem 1.4. We find that D(Zp) = {0} and so (using the known value of
g1(a))

(1.8) gm(a) =




pm/2 if 2 | m,

p(m−1)/2g1(a) = pm/2
(
a

p

)
i(p−1)2/4 if 2 -m > 1.

Now consider the case p = 2. We can take h = 1 or 2 (so that m−h is odd)
and k = h + 1 in Theorem 1.8(b). Again, D(Zp) = {0}, and so gm(a) =
p(m−2)/2g2(a) if m = 2j ≥ 6, gm(a) = p(m−3)/2g3(a) if m = 2j + 1 ≥ 9. One
easily calculates gm(a) by hand for m = 1, 2, and 3; for m = 4, 5, and 7 one
can either calculate directly or check that the stationary phase argument still
works. In terms of ζ8 = e2πi/8 = (1 + i)/

√
2 and ε(a) = (−1)(a−1)/2 =

(−1
a

)
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(Jacobi symbol) one can state the result as follows:

(1.9) g1(a) = 0; gm(a) = 2(m+1)/2
{
ζa8 if 2 -m > 1,
ζ
ε(a)
8 if 2 | m.

These results can be stated more concisely in terms of the normal-
ized Gauss sums Gm(a) = p−m/2gm(a/2) (or Gm(a) = p−(m+2)/2gm+1(a)
if p = 2). Using the Jacobi symbol—(a/pm) = (a/p)m if p is odd and
(2m/a) = (−1)m(a2−1)/8 if a is odd—one finds

(1.10) Gm(a) =





(
a

pm

)
ζ1−pm
8 if p is odd,

(
2m

a

)
ζa8 if p = 2.

R e m a r k 1.14. Let A be a symmetric, n× n matrix with entries in Zp
and consider the Gauss sums Gm(A). If A =

(
A1

A2

)
is block-diagonal then

it is easy to see that Gm(A) = Gm(A1)Gm(A2). It follows from Example
1.13 that Gm(A) is pvp(detA)/2 times a root of unity (which depends on the
parity of m) if A can be diagonalized, say

tPAP =



a1

. . .
an


 ,

and m ≥ vp(ai) for all i (cf. Proposition 1.3(a)). We claim that any sym-
metric matrix can be diagonalized, except that if p = 2 then we have to
allow 2×2 blocks. First, factoring out a (scalar) power of p, we may assume
that some entry of A is a unit. If p is odd then the polarization identity,
txAy = 〈x, y〉 = 1

2 (〈x+y, x+y〉−〈x, x〉−〈y, y〉), shows that we may assume
that the unit entry lies on the diagonal. If p = 2 then it is possible that all
the diagonal entries are even and it is easy to see that this property will
also hold for any similar matrix tPAP . In this case, we may assume that
a1,2 = a2,1 is a unit. In all cases, we may assume that A has the block form

A =
(
P B
tB D

)
,

where P is an invertible 1× 1 or 2× 2 block. Thus A is similar to(
1 0

−tBP−1 1

)(
P B
tB D

)(
1 −P−1B
0 1

)
=
(
P 0
0 D − tBP−1B

)

and we are reduced to diagonalizing the smaller matrix D − tBP−1B.
To complete this proof of Proposition 1.3(a), it suffices to analyze the

2× 2 blocks A =
(
a b
b d

)
with entries a, d ∈ 2Z2 and b ∈ Z×2 . Multiplying the

first row and column by b−1, we may assume that b = 1; and then we may
replace a with (a+ 2x+ dx2)/(1 + dx)2 or d with (d+ 2x+ ax2)/(1 + ax)2,
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for any x ∈ Z2. It is not hard to see that if either a or d is a multiple of 4
then we may assume that a ≡ d ≡ 0 (mod 8); otherwise, we may assume
that a ≡ d ≡ 2 (mod 8). Then Hensel’s Lemma (the one-dimensional case of
Lemma 1.20) shows that we may assume that a = d = 0 or a = d = 2. It is
easy to see that Gm

(
0 1
1 0

)
= 1 for all m. To show that Gm

(
2 1
1 2

)
= (−1)m, one

can either calculate directly for m = 1 and m = 2 and then use stationary
phase (Theorem 1.4) or one can note that




2 1
1 2 1

1 0


 is similar to




2 1
1 2

−2/3


 and to




2
0 1
1 0


 ,

so that

Gm

(
2 1
1 2

)
Gm(−2/3) = Gm(2)Gm

(
0 1
1 0

)
.

(The one-dimensional sums vanish for m = 1, so this case has to be checked
separately.) Note that this example illustrates that the decomposition into
1× 1 and 2× 2 blocks is not unique. (One way to see that

(
2 1
1 2

)
and

(
0 1
1 0

)
are not similar is to note that their determinants differ by a factor of −3,
which is not a square in Z2.)

P r o o f o f P r o p o s i t i o n 1.3(c). Using the fact that Gh(A; v) =
Gh(tPAP ; tPv) and arguing as above, we reduce to the case that A is a
1 × 1 matrix or (if p = 2) one of the standard 2 × 2 matrices. If p is odd
then we reduce to the case v = 0 by part (b), and this is dealt with in
Example 1.13, above. If p = 2 then, keeping part (b) in mind, one reduces
the problem to a short calculation.

Example 1.15. We can evaluate the Kloosterman sum (a ∈ Z×p )

K(a;Z/pmZ) :=
∑

x∈(Z/pmZ)×
e2πi(x+a/x)/pm =

∑

x,y∈Z/pmZ
xy=a

e2πi(x+y)/pm

when m > 1, recovering Salié’s formulae [Sa]. (When m = 1 we have the
Hasse–Weil bound [W1]: |K(a;Fp)| ≤ 2

√
p.)

The first method is to let V = Gm = SpecZp[x, 1/x] and f(x) = x+a/x.
The dimension of V is n = 1 and D is defined by 1−a/x2 = 0, or x2 = a. If
x ∈ D(Zp) then f(x) = 2x and, since f ′′(x) = 2a/x3, the Hessian is simply
the 1× 1 matrix Hx = (2a/x3) = (2/x), so Gm(Hx) = Gm(2/x) = Gm(2x).
Theorem 1.8(b) gives

(1.11) K(a;Z/pmZ) = pm/2
∑

x∈Zp
x2=a

e4πix/pmGm(2x)

for all m ≥ 2 if p is odd; and for m = 6 and m ≥ 8 if p = 2.
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Suppose p > 2. Then Gm(2x) = 1 if m is even and, if m is odd,

Gm(2x) = p−1/2g1(x) =
(
x

p

){
1 if p ≡ 1 (mod 4),
i if p ≡ 3 (mod 4).

Therefore K(a;Z/pmZ) = 0 if a is not a square; and if a = x2 then

(1.12) K(a;Z/pmZ)

= pm/2





2 cos(4πx/pm) if 2 | m,

2
(
x

p

)
cos(4πx/pm) if 2 -m, p ≡ 1 (mod 4),

−2
(
x

p

)
sin(4πx/pm) if 2 -m, p ≡ 3 (mod 4).

Now suppose p = 2. We have D(Z/pjZ) = ∅ if j ≥ 3 and a 6≡ 1 (mod 8);
by Theorem 1.8(a), the Kloosterman sum vanishes if m ≥ 6 and a 6≡ 1
(mod 8). If a ≡ 1 (mod 8) then let α ∈ Zp be a square root of a; if m
is even then it is convenient to fix the sign by choosing α ≡ 1 (mod 4).
Evaluating (1.11), one finds

(1.13) K(a;Z/2mZ)

= 2(m+1)/2





0 if a 6≡ 1 (mod 8), m ≥ 6;

2 cos
(

4πα
2m

+
π

4

)
if a = α2, α ≡ 1 (mod 4), 2 | m ≥ 6;

2 cos
(

4πα
2m

+
πα

4

)
if a = α2, 2 -m ≥ 9.

Calculating K(a;Z/2mZ) for m ≤ 5 and m = 7 is an easy exercise,
but it is instructive: it shows that the bounds on m in Theorem 1.8(b) are
sometimes needed and that for small m the absolute value of K(a;Z/2mZ),
and the values of a for which it is non-zero, do not follow the general pattern.
(Besides, Salié does not seem to cover all the cases.) We therefore record
the results. The formula

(1.14) K(a;Z/2mZ) = 2m−1 cos
(

2π(a+ 1)
2m

)

holds for m = 1 and 2; m = 3 and 4, a ≡ 3 (mod 4); and m = 5, a ≡ 5
(mod 8). For m = 7,

(1.15) K(a;Z/2mZ) = 2m−2 cos
(

2π(α+ a/α)
2m−1

)
,

where α = 3 if a ≡ 1 (mod 16) and α = 1 if a ≡ 9 (mod 16). In all other
cases, K(a;Z/2mZ) = 0. Note that |K(a;Z/2mZ)| is 2m−1 for m ≤ 4, when
it is non-zero.

The second method is to let V ⊆ A2 be defined by xy = a and let
f(x, y) = x+ y. The Jacobian matrix associated with V is ( y x ); since y
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and x generate the unit ideal in Zp[x, y]/(xy−a), V is smooth. The gradient
of f is ( 1 1 ), and so D is defined by xy−a = 0 and 0 = det

( 1 1
y x

)
= x−y.

The associated Jacobian matrix is
( y x

1 −1
)
, which has determinant −y − x.

In the coordinate ring Zp[x, y]/(xy − a, x − y) of D, −y − x = −2x and so
vp(detH(x,y)) = vp(2). Calculating the Hessian exactly is much like using
the first method.

Example 1.16. Consider the 3-variable Kloosterman sum (a ∈ Z×p )

K3(a;Z/pmZ)

:=
∑

x,y∈(Z/pmZ)×
e2πi(x+y+a/xy)/pm =

∑

x,y,z∈Z/pmZ
xyz=a

e2πi(x+y+z)/pm .

When m = 1, Deligne [D] generalizes the Hasse–Weil bound: |K3(a;Fp)| ≤
3p. Larsen estimates these sums for m > 1 in [L], but his bound is not sharp
for p = 3.

Following the first method in Example 1.15, let V = SpecZp[x, y, 1/xy],
or V = Gm×Gm, and f(x, y) = x+y+a/xy. Then D = SpecZp[x]/(x3−a)
and the Hessian at a point x ∈ D(Zp) is Hx = x−1

(
2 1
1 2

)
.

Assume first that p 6= 3, so that Theorem 1.4 applies. We find

K3(a;Z/pmZ) = pm
∑

x∈Zp
x3=a

e2πi(3x)/pmGm(Hx).

If p > 3 then one can diagonalize the Hessian (as a bilinear form) and (1.10)
implies that

Gm(Hx) = Gm

(
2
x

)
Gm

(
3

2x

)
=
(

3
pm

)(−1
pm

)
=
(
pm

3

)
.

If p = 2 then one calculates the Gauss sum as in Remark 1.14:

Gm(Hx) = (−1)m =
(

2m

3

)
.

Thus

(1.16) K3(a;Z/pmZ) =
(
pm

3

)
pm

∑

x∈Zp
x3=a

e2πi(3x)/pm (p 6= 3,m > 1).

In particular, |K3(a;Z/pmZ)| ≤ 3pm.
Now let p = 3. We can apply Theorem 1.8(b) with h = 1 and k = 2.

Since D(Z3) is the set of cube roots of a in Z3, it is empty unless a ≡ ±1
(mod 9); if a does have a cube root, it is unique and we denote it by x. If
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m ≥ 5, we find

K3(a;Z/3mZ) = 3me2πi(3x)/3mGm

(
2/x 1/x
1/x 2/x

)
.

As before, we can diagonalize the Hessian and express the Gauss sum as a
product of one-variable Gauss sums: we get

Gm

(
2
x

)
Gm

(
3

2x

)
= 31/2Gm

(
2
x

)
Gm−1

(
1

2x

)
=
(
x

3

)
i31/2,

since one of m, m− 1 is even and the other is odd. Therefore

(1.17) K3(a;Z/3mZ) = 3m+1/2e2πi(3x)/3m
(
x

3

)
i (a = x3, m ≥ 5).

Calculating the sums for small values of m, one finds that K3(a;Z/3mZ)
= 0 if m ≥ 3 unless a ≡ ±1 (mod 9). Furthermore,

(1.18) K3(a;Z/3mZ)

=





3me2πi(2a+1/a)/3m if m = 2,

3m+1/2e2πi(2a+1/a)/3m
(
x

3

)
i if m = 3, a = x3,

3m+1/2e2πi(3x)/3me2πi(−a)/3
(
x

3

)
i if m = 4, a = x3.

In all cases, the absolute value is bounded by 3m+1/2 = 3m
√

3, an improve-
ment of

√
3 over the case p 6= 3 and a factor of 3 better than the bound in

[L]. The increase in size of the local terms has been more than offset by the
fact that D(Z3) has at most one element.

Example 1.17. Similarly, we consider the n-variable Kloosterman sum
(a ∈ Z×p )

Kn(a;Z/pmZ) :=
∑

x1,...,xn∈Z/pmZ
x1...xn=a

e2πi(x1+...+xn)/pm ,

recovering the results of [Sm1]. Again, [D] gives |Kn(a;Fp)| ≤ np(n−1)/2 for
m = 1. Just as in Example 1.16, we find that |Kn(a;Z/pmZ)| ≤ np(n−1)m/2

if p -n and, for h = vp(n) > 0 and m ≥ 3h + 2 (m ≥ 3h + 6 if p = 2),
|Kn(a;Z/pmZ)| ≤ (ph/2|D(Zp)|)p(n−1)m/2. Since D(Zp) is the set of nth
roots of a and phth roots are unique, when they exist, in Z×p (unless p = 2,
in which case there are 0 or 2 phth roots), we find that |D(Zp)| ≤ n/ph−vp(2).
This leads to |Kn(a;Z/pmZ)| ≤ pvp(2)−h/2np(n−1)m/2.

If 1 < m < 3h + 2 (1 < m < 3h + 5 if p = 2) then we use The-
orem 1.8(a). It is easy to see that the Hessian matrix has rank n − 2
on Fn−1

p , so |Kn(a;Z/pmZ)| is bounded by |D(Z/pjZ)|p1/2p(n−1)m/2. Let
m = 2j or 2j + 1. Since D(Z/pjZ) is the set of nth roots of a in Z/pjZ and
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(Z/pjZ)× is cyclic (or {±1} times a cyclic group if p = 2) one finds that
|D(Z/pjZ)| = 0 or pvp(2)+min{h,j−1−vp(2)}(n, p−1) (where (n, p−1) denotes
the greatest common divisor). This leads to the bound |Kn(a;Z/pmZ)| ≤
pvp(2)+min{h,j−1−vp(2)}(n, p− 1)p(n−1)m/2.

Proofs. There are three steps in the proof of Theorem 1.8. First, we show
that the fibers of the reduction map

(1.19) % : V (Z/pmZ)→ V (Z/pjZ)

are all isomorphic to (pjZ/pmZ)n. This allows us to reduce to the case V =
An; as a bonus, we recover the standard fact (a generalization of Hensel’s
Lemma) that D(Zp)

∼→ D(Z/pjZ) if D is étale. (This is the only step that
involves the language of schemes. We suppose that there are other languages
that also suffice to express the idea that if V is smooth and n-dimensional
then every point (mod pj) of V corresponds to pn(m−j) points (mod pm)
of V .) The second step is to show that Sx = 0 if x ∈ V (Z/pjZ) \D(Z/pjZ)
and the third step is to evaluate Sx when x ∈ D(Zp).

Lemma 1.18. Let f : V → A1, x ∈ V (Z/pjZ), and Sx be as in Theo-
rem 1.8. Let x0 ∈ V be the closed point corresponding to x and fix an isomor-
phism of ÔV,x0 with Zp[[t1, . . . , tn]] ([D-G, Smoothness Theorem, p. 137] or
[EGA IV, Proposition 17.5.3]); do this in such a way that x(ti) = 0 ∈ Z/pjZ
for all i. Let f̃ ∈ Γ (V,OV ) correspond to f and (by abuse of notation) also
let f̃ denote its image in Zp[[t1, . . . , tn]]. If m ≥ j then

(1.20) Sx =
∑

z∈(pjZ/pmZ)n

e2πif̃(z)/pm .

That is, Sx = S̃0̄, where S̃0̄ is the sum corresponding to f̃ : An → A1 (more
precisely , the map corresponding to any polynomial congruent to f̃ modulo
(t1, . . . , tn)m) and 0 ∈ An(Z/pjZ). Furthermore, x is a critical point of f

if and only if 0 is a critical point of f̃ ; if so, the Hessian of f at x is the
same as the Hessian of f̃ at 0.

P r o o f. A Z/pjZ-valued point x of V can be thought of as a closed
point x0 ∈ V and a local homomorphism x : OV,x0 → Z/pjZ. This extends
naturally to a map (also denoted x, by abuse of notation) ÔV,x0 → Z/pjZ.
Thus the expression x(ti) in the statement of the lemma makes sense.

Similarly, any x ∈ V (Z/pmZ) that reduces to x can be thought of as a
local homomorphism x : OV,x0 → Z/pmZ such that x is the composition of x
with the reduction map Z/pmZ→ Z/pjZ. In other words, the fiber of % over
x is the set of lifts to Z/pmZ of x : OV,x0 → Z/pjZ or of x : ÔV,x0 → Z/pjZ.
Identifying ÔV,x0 with Zp[[t1, . . . , tn]], a lift x is parameterized by the n-tuple
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x̃ = (x(t1), . . . , x(tn)) in (pjZ/pmZ)n. Since f(x) = f̃(x̃) ∈ Z/pmZ, (1.20)
follows.

As in the Explicitation subsection, choose a basis ∂1, . . . , ∂n of the OV,x0-
module DerZp(OV,x0 ,OV,x0) of Zp-linear derivations ∂ : OV,x0 → OV,x0 .
Thus x is a critical point of f if and only if x(∂if̃) = 0 for all i. Then
∂1, . . . , ∂n is also a basis of DerZp(ÔV,x0 , ÔV,x0) (as an ÔV,x0 -module). Since
∂/∂t1, . . . , ∂/∂tn is another such basis, x is a critical point of f if and only
if ∂f̃/∂ti|0̄ = 0 ∈ Z/pjZ for all i. Similarly, if x is a critical point then the
matrices H = (x(∂i∂j f̃)) and H̃ = ((∂2f̃/∂ti∂tj)|0̄) are related by H̃ =
tPHP , where P is the change-of-basis matrix.

Corollary 1.19 (Hensel’s Lemma). Let D be an étale scheme over Zp.
The reduction map D(Zp)→ D(Z/pjZ) is a bijection for all j ≥ 1.

P r o o f. Since “étale” means “smooth, of relative dimension 0”, the ar-
gument in the lemma applies (taking n = 0 and “m =∞”, so to speak).

P r o o f o f T h e o r e m 1.8(a). We may assume, thanks to Lemma 1.18,
that V = An and x ∈ An(Z/pjZ) = (Z/pjZ)n. As x runs over the fiber
%−1(x) and y runs over (Z/pjZ)n, x+ pm−jy runs through the fiber, taking
on every value pnj times. (If we restricted x to a set of coset representatives,
we could count every element of the fiber only once.) Furthermore, since we
are assuming m ≥ 2j,

f(x+ pm−jy) = f(x) + pm−j grad f(x) · y ∈ Z/pmZ.
Therefore,

Sx =
1
pnj

∑

x∈%−1(x)

∑

y∈(Z/pjZ)n

e2πif(x+pm−jy)/pm

=
∑

x∈%−1(x)

e2πif(x)/pm · 1
pnj

∑

y∈(Z/pjZ)n

e2πi grad f(x)·y/pj .

The inner sum vanishes unless grad f(x) ≡ 0 (mod pj), i.e., unless x ∈
D(Z/pjZ). (Note that for small values of j the fiber %−1(x) is large and we
break it up into many small pieces; the sum over each piece vanishes unless
x ∈ D(Z/pjZ).)

Now suppose that m = 2j or 2j + 1 and let x ∈ An(Z/pmZ) map
to x ∈ D(Z/pjZ). The fiber %−1(x) is parameterized by x + pjy with y ∈
An(Z/pm−jZ). Ifm = 2j then f(x+pjy) = f(x)+pj grad f(x)·y ∈ Z/pmZ; if
m = 2j+1 then there is an extra term 1

2p
2jHx(y). In either case, the formula

for Sx follows easily. The estimate on |S| follows from Proposition 1.3(c).

We now turn to the proof of Theorem 1.8(b). In order to relax Katz’s
hypothesis that D be étale, we start with another version of Hensel’s Lemma.
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This is a simpler, but more explicit, version of [G, §3 Lemma 2]. We could
give a similar proof, which would work over any Henselian discrete valuation
ring, but we prefer to give one along the lines of the usual proof of Hensel’s
Lemma.

Lemma 1.20 (Hensel’s Lemma revisited). Let f1, . . . , fn ∈Zp[x1, . . . , xn]
and a ∈ Znp . Let J = ∂(f1, . . . , fn)/∂(x1, . . . , xn) be the Jacobian matrix ;
assume that detJ(a) 6= 0 and let h be large enough that phJ(a)−1 has
entries in Zp. If j ≥ h+ 1 and the column vector F (a) = (f1(a), . . . , fn(a))
lies in pjJ(a)Znp , say F (a) = pjJ(a)b, then there is a unique α ∈ Znp such
that F (α) = 0 and α ≡ a (mod pj). In fact , α is the unique root of F such
that α ≡ a (mod ph+1).

Note that F (a) ∈ pjJ(a)Znp is implied by F (a) ≡ 0 (mod ph+j). By
Cramer’s Rule, the lemma applies with h = vp(det J(a)).

P r o o f. By the polynomial version of Taylor’s theorem,

F (a+ pjx) ≡ F (a) + pjJ(a)x (mod p2j).

Letting a1 = a−pjb, we find F (a1) ≡ 0 (mod p2j), so F (a1) = p2j−hJ(a)b1.
Since j1 = 2j − h > j, we can iterate this process. Taking α = limn→∞ an,
we find F (α) = 0 and α ≡ a (mod pj).

For the uniqueness statement, suppose F (α) = 0 = F (α + pjx) with
j ≥ h + 1 and x ∈ Znp \ pZnp . Then pjJ(a)x ≡ 0 (mod p2j), which implies
x ≡ 0 (mod pj−h), a contradiction.

P r o o f o f T h e o r e m 1.8(b). Since m ≥ 3h + 2, we find that j ≥
h + 1 and 3j ≥ m. Let x ∈ V (Z/pjZ). First, note that if j < k and no
y ∈ D(Z/pkZ) reduces to x then Sx = 0, by part (a). We may assume,
therefore, that Hx divides phIn. (The awkward condition on h and k in
the statement of Theorem 1.8(b) is intended to insure that this argument
applies.)

Let x ∈ V (Zp) be a representative of x. By Lemma 1.18, we may assume
that V = An. Since 3j ≥ m, f(x+pjy) ≡ f(x)+pj grad f(x) ·y+ 1

2p
2jHx(y)

(mod pm) and so

Sx = e2πif(x)/pm
∑

y∈(Z/pm−jZ)n

e2πi(grad f(x)·y+ 1
2p
jHx(y))/pm−j .

As in the proof of Proposition 1.3(a), think of (Z/pm−jZ)n as Znp/pm−jZnp
and note that H ′xZnp ⊇ pm−jZnp , where H ′x is symmetric and H ′xHx =
pm−2jIn. If y ∈ Znp and z ∈ H ′xZnp then 1

2p
jHx(y + z) ≡ 1

2p
jHx(y)
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(mod pm−j). Therefore

Sx = e2πif(x)/pm
∑

y∈Znp/H′xZnp
e2πi(grad f(x)·y+ 1

2p
jHx(y))/pm−j

×
∑

z∈H′xZnp/pm−jZnp
e2πi grad f(x)·z/pm−j ,

where Znp/H ′xZnp means a set of coset representatives. The inner sum vanishes
unless pm−j | grad f(x) · z for all z ∈ H ′xZnp , which implies grad f(x) ∈
pjHxZnp .

Assume now that Sx 6= 0, so that grad f(x) ∈ pjHxZnp . By Lemma 1.20,
we may assume grad f(x) = 0, i.e., x ∈ D(Zp). Therefore

Sx = e2πif(x)/pm
∑

y∈(Z/pm−jZ)n

eπiHx(y)/pm−2j

and this sum equals pnj
√
pn(m−2j)Gm−2j(Hx). Finally, Gm−2j(Hx) =

Gm(Hx) by Proposition 1.3.

2. The GL(3)-Kloosterman sum for the long element of the Weyl
group. In this section, we compute the local GL(3)-Kloosterman sums at-
tached to the long element of the Weyl group. Our first result, Theorem 2.4,
is implicit in [S] (cf. Remark 2.5(2)). The rest of the section is devoted to
expressing our results in terms of sums of products of classical Klooster-
man sums S(µ, ν; pm) = S(1, µν; pm) where p -µν. Our result, rather messy
for small values of r and s (notation as in Theorem 2.4), is given in The-
orem 2.11. In the case where r = s is large, further analysis of the sums
of products in Section 3 leads to yet another expression for the GL(3)-
Kloosterman sum in Theorem 3.7(a).

Our notation mostly follows [S].

Notation 2.1. Let p be a fixed prime and let Qp and Zp denote, re-
spectively, the field of p-adic numbers and the ring of p-adic integers, and
let vp be the valuation on Qp. Let

Rm = Zp/pmZp = Z/pmZ (m ≥ 1).

We will usually write Fp instead of R1. We will let

e(x) = e2πix, em(x) = e(x/pm).

We will use a variation on the Kronecker delta: if P is some condition,
let

δP =
{

1 if P holds,
0 otherwise.

For example, δm=1 means the same thing as the traditional Kronecker
delta δm,1.
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Let G = GL(3,Qp). Let U ⊆ G denote the set of all unipotent matrices

u(x1, x2, x3) =




1 x1 x3

0 1 x2

0 0 1




with x1, x2, x3 ∈ Qp. Let T denote the diagonal subgroup of G and W =
NG(T )/T denote the Weyl group of G relative to T . We will identify W
with the symmetric group S3. Let

w0 =




0 0 1
0 −1 0
1 0 0


↔ (13)

be the long element of W .
Let % denote the reduction modulo p homomorphism from G(Zp) onto

G(Fp). Let B denote the group of upper triangular matrices in G(Fp). Then
B = %−1(B) is the standard Iwahori subgroup of G. For any τ ∈W let

B(τ) = BτB (the Iwahori cell corresponding to τ).

Then

G(Zp) =
⊔

τ∈W
B(τ) (the Iwahori decomposition)

since we have the Bruhat decomposition G(Fp) =
⊔
τ∈W BτB.

Lemma 2.2. Let

A = (aij) ∈ G(Zp), A13 =
∣∣∣∣
a21 a22

a31 a32

∣∣∣∣ ,

and let B(τ) be the Iwahori cell containing A. Then

• τ = w0 if and only if a31, A13 ∈ Z×p ;

• τ =
( 1

1
1

)
↔ (132) if and only if a31 ∈ Z×p and A13 ∈ pZp;

• τ =
( 1

1
1

)
↔ (123) if and only if a31 ∈ pZp and a21, a32 ∈ Z×p ;

• τ =
( 1

1
−1

)
↔ (12) if and only if a31, a32 ∈ pZp and a21 ∈ Z×p ;

• τ =
(−1

1
1

)
↔ (23) if and only if a31, a21 ∈ pZp and a32 ∈ Z×p ;

• τ = e =
( 1

1
1

)
↔ (1) if and only if a31, a21, a32 ∈ pZp.

P r o o f. The “only if” direction is easily checked. Since the conditions are
mutually exclusive and the Iwahori cells partition G(Zp), the “if” direction
follows.



24 R. Dąbrowski and B. Fisher

Notation 2.3. For any t ∈ T and τ ∈W let

C(w0t) = (Uw0tU) ∩G(Zp), X(w0t) = U(Zp)\C(w0t)/U(Zp),
Cτ (w0t) = (Uw0tU) ∩B(τ), Xτ (w0t) = U(Zp)\Cτ (w0t)/U(Zp).

An elementary calculation (cf. (2.5)) shows that, in order for C(w0t) 6= ∅,
we must have t ∈ diag(ps, pr−s, p−r)T (Zp) for some non-negative integers
r and s.

The continuous characters on U , trivial on U(Zp), are of the form

ψν1,ν2(u(x1, x2, x3)) = e2πi(ν1x1+ν2x2),

where ν1 and ν2 are p-adic integers. We say that ψν1,ν2 is regular if and only
if ν1 and ν2 are non-zero.

Let t ∈ T and fix characters ψ = ψν1,ν2 and ψ′ = ψν′1,ν′2 of U , trivial on
U(Zp). The corresponding long-element Kloosterman sum is defined by

Kl(w0t, ψ, ψ
′) =

∑
ψ(u)ψ′(u′),

where uw0tu
′ runs over a set of representatives of X(w0t). For any τ ∈ W

let Klτ (w0t, ψ, ψ
′) denote the corresponding sum, where uw0tu

′ runs over a
set of representatives of Xτ (w0t). Clearly

Kl(w0t, ψ, ψ
′) =

∑

τ∈W
Klτ (w0t, ψ, ψ

′),

corresponding to the Iwahori decomposition of G(Zp) (or the Bruhat de-
composition of G(Fp)).

We will evaluate Kl(w0t, ψ, ψ
′) by computing Klτ (w0t, ψ, ψ

′) for each τ .

Symmetries. (Cf. [S], Theorem 3.2.) First, we observe that the above
sums have the following symmetries. Let ι and ω be, respectively, the auto-
morphism and anti-automorphism of G given by

ι(g) = w0
tg−1w0 and ω(g) = w0

tgw0.

Note that ι and ω are of order 2 and they preserve the subgroups G(Zp), U ,
U(Zp), B, T , and NG(T ). Therefore ι and ω induce transformations of W
(also denoted by ι and ω). One checks that

diag(t1, t2, t3) = ι(diag(1/t3, 1/t2, 1/t1)) = ω(diag(t3, t2, t1));(2.1)

ψν1,ν2 = ψν2,ν1 ◦ ι = ψ−ν2,−ν1 ◦ ω;(2.2)

Klτ (w0t, ψ, ψ
′) = Klι(τ)(w0ι(t), ψ ◦ ι, ψ′ ◦ ι)(2.3)

= Klω(τ)(w0t, ψ
′ ◦ ω, ψ ◦ ω);

Klτ (w0t, ψ, ψ
′) = Klτ (w0tε, ψ, ψ

′
ε) = Klτ (w0tι(ε), ψε, ψ′),(2.4)

where ε ∈ T (Zp) and ψε(u) = ψ(εuε−1). Formulae (2.1) through (2.4) reduce
the problem of calculating Klτ (w0t, ψ, ψ

′) to the case t = diag(ps, pr−s, p−r)
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with r ≤ s; and we will be able to combine the cases τ = (12) and
τ = (23).

Theorem 2.4. Let

t =



ps

pr−s

p−r


 , ψ = ψν1,ν2 , ψ′ = ψν′1,ν′2 , τ ∈W.

The partial Kloosterman sums Klτ = Klτ (w0t, ψ, ψ
′) and the sizes of the

Kloosterman sets Xτ = Xτ (w0t) are given by the following formulae:

Klw0 = |Xw0 | = δr=s=0;

Kl(123) = δs>r=0S(ν2, ν
′
1; ps), |X(123)| = δs>r=0p

s(1− 1/p);

Kl(132) = δr>s=0S(ν1, ν
′
2; pr), |X(132)| = δr>s=0p

r(1− 1/p);

Kl(12) = δr,s>0S(psν1, ν
′
2; pr)S(ν2, p

rν′1; ps),

|X(12)| = δr,s>0p
r+s(1− 1/p)2;

Kl(23) = δr,s>0S(ν1, p
sν′2; pr)S(prν2, ν

′
1; ps),

|X(23)| = δr,s>0p
r+s(1− 1/p)2;

Kle = δr>0

∑

1≤α,β≤r
α+β≥r

p−(α+β)(1− δα=r/p)−1(1− δβ=r/p)−1

×
∑

A∈R×r
p - pα+β−rA−ps−r

S(pαν1A, p
βν′2; pr)S

(
pβν2, p

αν′1
A

pα+β−rA− ps−r ; ps
)
,

|Xe| = (r − 1)pr+s(1− 1/p)3 + δr=sp
2s−1(1− 1/p).

In the formula for Kle, we assume r ≤ s. If r > s then switch r ↔ s,
ν1 ↔ ν2, ν′1 ↔ ν′2.

R e m a r k s 2.5. (1) The formulae for |Xτ (w0t)| follow from those for
Klτ (w0t, ψ, ψ

′) by taking ν1 = ν2 = ν′1 = ν′2 = 0. Note that the outer sum
in Kle is empty if r = 0 and the inner sum is empty if r < s and α+ β > r.
We will give a more explicit version of the above formula for Kl(w0t, ψ, ψ

′)
when r, s > 0 in Theorem 2.11.

(2) Stevens gives equivalent results in [S, (5.10) and (5.11)]. With n =
w0t, Stevens’s Sa,b(n, ψ, ψ′) is the term α = s − a, β = r − b in the sum
for Kle if a < s and b < r; if a = s and b < r (so b = max{0, r − s})
then Sa,b(n, ψ, ψ′) = Kl(23); if a < s and b = r (so a = max{0, s− r}) then
Sa,b(n, ψ, ψ′) = Kl(12); and if a = s and b = r then Sa,b(n, ψ, ψ′) = Kl(123),
Kl(132), or Klw0 , depending on whether r = 0 or s = 0. To derive our
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formulae from Stevens’s, one must carefully count the orbits of the T (Zp)-
action. We prefer to avoid the T (Zp)-action entirely; besides, we believe
that looking at the Iwahori cells will be useful when considering GL(N)
with N > 3.

The next lemma will allow us to express the Kloosterman set Xτ (w0t)
as a quotient of an algebraic subset Yτ (w0t) of R6

m = (Z/pmZ)6, with m =
max{r, s}.

Lemma 2.6. Let C ⊆ U . Assume that U(Zp)C = C and that there are
integers i1, i2, i3, m with 0 ≤ i1, i2, i3 ≤ m and i3 ≥ i1 + i2 such that
pi1x1, pi2x2, pi3x3 ∈ Zp whenever u = u(x1, x2, x3) ∈ C. Let Φ : C → R3

m

be defined by Φ(u) = (pi1x1, p
i2x2, p

i3x3) (mod pm). Then Φ(C) ∼= H\C,
where H C U(Zp) is defined by

H = {u(x1, x2, x3) : pi1x1, p
i2x2, p

i3x3 ∈ pmZp}.
Furthermore, the fibers of H\C → U(Zp)\C each have (U(Zp):H) elements
and (U(Zp):H) = |Φ(U(Zp))| = p3m−(i1+i2+i3).

P r o o f. Left to the reader.

P r o o f o f T h e o r e m 2.4. Let A = (aij) = uw0tu
′ ∈ G(Zp), with

u = u(x1, x2, x3), u′ = u(x′1, x
′
2, x
′
3), and t = diag(ps, pr−s, p−r). Then

(2.5) A =



psx3 psx3x

′
1 − pr−sx1 psx3x

′
3 − pr−sx1x

′
2 + p−r

psx2 psx2x
′
1 − pr−s psx2x

′
3 − pr−sx′2

ps psx′1 psx′3


 .

Let B(τ) be the Iwahori cell containing A, so that A ∈ Cτ (w0t). The num-
bers that, according to Lemma 2.2, determine τ are a31 = ps, a21 = psx2,
a32 = psx′1, and A13 = pr. It is not hard to see that A ∈ G(Zp) is equivalent
to r, s ≥ 0,

(2.6) prx1, p
sx2, p

sx3, p
sx′1, p

rx′2, p
sx′3 ∈ Zp,

and

(2.7)

psx3 · psx′1 ≡ prx1 (mod ps),

psx2 · psx′1 ≡ pr (mod ps),

pr · psx3 · psx′3 − prx1 · prx′2 + ps ≡ 0 (mod pr+s),

psx2 · psx′3 ≡ prx′2 (mod ps).

C a s e τ = w0. By Lemma 2.2 and (2.5), r = s = 0. Then (2.6)
yields u, u′ ∈ U(Zp). Thus Xτ (w0t) consists of only one double coset and
Klτ (w0t, ψ, ψ

′) = 1.
C a s e τ = (123). By Lemma 2.2 and (2.5), s > r = 0. Let

Φ : Cτ (w0t)→ Yτ (w0t) ⊆ R6
s,

u(x)w0tu(x′) 7→ (y, y′) = (x1, p
sx2, p

sx3, p
sx′1, x

′
2, p

sx′3) (mod ps).
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One can check that Yτ (w0t), the image of Φ, is given by

Yτ (w0t) = {(y, y′) ∈ R6
s : y2y

′
1 = 1, y3y

′
1 = y1, y2y

′
3 = y′2}.

By Lemma 2.6, Yτ (w0t) is an N -to-1 cover of Xτ (w0t), with N = p2s. Thus

Klτ (w0t, ψ, ψ
′) =

1
p2s

∑

(y,y′)∈Yτ (w0t)

e

(
ν1y1 +

ν2y2

ps
+
ν′1y
′
1

ps
+ ν′2y

′
2

)

=
∑

y2y
′
1=1

es(ν2y2 + ν′1y
′
1) = S(ν2, ν

′
1; ps).

C a s e τ = (132). We reduce this to the previous case, using (2.1)–(2.3).
C a s e τ = (12). By Lemma 2.2 and (2.5), r > 0, s > 0, psx2 ∈ Z×p , and

psx′1 ∈ pZp; it follows that psx′3 ∈ Z×p . By (2.1)–(2.3) we may assume r ≤ s.
Then (2.7) shows that x1, ps−rx′1 ∈ Zp. Thus we let

Φ : Cτ (w0t)→ Yτ (w0t) ⊆ R6
s,

u(x)w0tu(x′) 7→ (y, y′) = (x1, p
sx2, p

sx3, p
s−rx′1, p

rx′2, p
sx′3) (mod ps).

One can check that Yτ (w0t), the image of Φ, is given by

Yτ (w0t) = {(y, y′) ∈ R6
s : y2, y

′
2 ∈ R×s , pr(y2y

′
1 − 1) = 0,

y2y
′
3 = y′2, y3y

′
3 = y1y

′
2 − ps−r}.

By Lemma 2.6, Yτ (w0t) is an N -to-1 cover of Xτ (w0t), with N = p2s. If
y1, y′1 ∈ Rs, y2, y′2 ∈ R×s are given with y2y

′
1 ≡ 1 (mod ps−r) then y3 and

y′3 are determined and so

Klτ (w0t, ψ, ψ
′)

=
1
p2s

∑

y1∈Rs
e(ν1y1)

∑

y′2∈R×s

e

(
ν′2y
′
2

pr

) ∑

y2∈R×s ,y′1∈Rs
y2y
′
1≡1 (mod ps−r)

e

(
ν2y2

ps
+
ν′1y
′
1

ps−r

)

= p−2s · ps · ps−rS(0, ν′2; pr) · prS(ν2, p
rν′1; ps).

C a s e τ = (23). We reduce this to the previous case, using (2.1)–(2.3).
C a s e τ = e. By Lemma 2.2 and (2.5), r > 0, s > 0, and psx2, psx′1 ∈

pZp; it follows that psx3, psx′3 ∈ Z×p . Let α = min{vp(psx′1), s}, β =
min{vp(psx2), s}. By (2.1)–(2.3) we may assume r ≤ s and α ≤ β. Then
(2.7) shows that α+β ≥ r, with equality if r < s; and min{vp(prx1), s} = α,
min{vp(prx′2), s} = β. We let Cα,β(w0t) ⊆ Ce(w0t) be the set of all matrices
with these properties:

Cα,β(w0t) = {(aij) ∈ Ce(w0t) : min{vp(a32), s} = α,min{vp(a21), s} = β};
Ce(w0t) =

⊔

1≤α,β≤s
Cα,β(w0t);
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and we define

Φ : Cα,β(w0t)→ Yα,β(w0t) ⊆ R6
s,

u(x)w0tu(x′) 7→ (y, y′)

= (pr−αx1, p
s−βx2, p

sx3, p
s−αx′1, p

r−βx′2, p
sx′3) (mod ps).

One can check that Yα,β(w0t), the image of Φ, is given by

{(y, y′) ∈ R6
s : y3, y

′
3 ∈ R×s , α = s or y1, y

′
1 ∈ R×s , β = s or y2, y

′
2 ∈ R×s ,

pα(y3y
′
1 − y1) = 0, pβ(y2y

′
3 − y′2) = 0, y3y

′
3 − pα+β−ry1y

′
2 + ps−r = 0}.

Let Xα,β(w0t) = U(Zp)\Cα,β(w0t)/U(Zp), and let Klα,β(w0t, ψ, ψ
′) denote

the sum over Xα,β(w0t). By Lemma 2.6, Yα,β(w0t) is an N -to-1 cover of
Xα,β(w0t) with N = p2(s−r+α+β). Given (y, y′) ∈ Yα,β(w0t), let A = y1y

′
2;

then one can check that pα+β−rA − ps−r ∈ R×s and y2y
′
1 = A(pα+β−rA −

ps−r)−1. Conversely, given these relations there are pα(1 − 1/p)δα=s pairs
(y3, y

′
3) that satisfy (y, y′) ∈ Yα,β(w0t).

First assume β < s. Then A, y1, and y′1 determine y′2 and pβ choices for
y2, so

Klα,β(w0t, ψ, ψ
′) =

1
N
pα

∑

A∈R×s
p - pα+β−rA−ps−r

∑

y1∈R×s

e

(
ν1y1

pr−α
+
ν′2Ay

−1
1

pr−β

)

×
∑

y′1∈R×s

pβe

(
ν′1y
′
1

ps−α
+

ν′2
ps−β

· A

pα+β−rA− ps−r y
′−1
1

)
.

Now N = p2(s−r+α+β), the sum over y1 gives ps−rS(pαν1, p
βν′2A; pr), the

sum over y′1 gives pβS
(
pαν′1, p

βν2
A

pα+β−rA−ps−r ; ps
)
, and the value of A only

matters (mod pr), so we get

Klα,β(w0t, ψ, ψ
′)

= p−(α+β)
∑

A∈R×r
p - pα+β−rA−ps−r

S(pαν1, p
βν′2A; pr)S

(
pαν′1,

pβν2A

pα+β−rA− ps−r ; ps
)
.

Now suppose β = s, which implies r = s. If α < s then the above terms
are independent of A but we lose the restriction that A be a unit, so we add
a factor of (1 − 1/p)−1. If α = β = s then we also lose the restriction that
y1, y′1 be units, so we add two more factors of (1 − 1/p)−1, one of which
is canceled by the requirement that y3 be a unit. In all cases, the correct
factor is (1− 1/p)−(δα=s+δβ=s).

Next we will give a more explicit expression for Kl(w0t, ψ, ψ
′). To do this

we have to calculate certain sums of products of the classical Kloosterman
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sums. We will deal with this problem first, and then we will apply the results
to Kl(w0t, ψ, ψ

′). We begin by recalling some basic properties of the classical
Kloosterman sums:

Classical Kloosterman sums. Let ν1, ν2 be p-adic integers. Then the
classical Kloosterman sums are given by

(2.8) S(ν1, ν2; pm) =





∑

x,y∈Rm
xy≡1 (mod pm)

em(ν1x+ ν2y) if m ≥ 1,

1 if m = 0.

For any unit x,

(2.9) S(ν1x, ν2; pm) = S(ν1, ν2x; pm) = S(ν2, ν1x; pm).

Suppose that ν1 and ν2 are units. Then for any non-negative integers N1

and N2,

(2.10) S(pN1ν1, p
N2ν2; pm)

= pN1δN1=N2≤m−1S(ν1, ν2; pm−N1) + pm∆(N1, N2;m)

where ∆ is defined in Notation 2.7 below. Observe that, in this formula
for the Kloosterman sum, only one of the two terms can be non-zero;
the possible values of ∆ are 0, −1/p, or 1 − 1/p; and S(ν1, ν2; pm−N1) =
S(1, ν1ν2; pm−N1).

Notation 2.7. Let

∆(N1, N2;m) =
(

1− 1
p

)
δmin{N1,N2}≥m −

1
p
δm−1=min{N1,N2}<max{N1,N2}

= δmin{N1,N2}≥m −
1
p

(δmin{N1,N2}≥m−1 − δm−1=N1=N2).

Fix γ =
(
a b
c d

)
, where a, b, c, d ∈ Zp, and assume that neither of the rows

of γ is divisible by p. Set δ = vp(det γ). Let n ≥ 1 and 1 ≤ m ≤ n + δ
be integers. Then γ(x) = (ax + b)/(cx + d) gives a well defined map from
{x ∈ Rn : p - cx + d} to Rm. If c is a unit then it is convenient to extend γ
to all of Rn, by setting

γ(x) = a/c if p | cx+ d.

Finally, let % : Rn → Fp denote the reduction map and, for any X ⊆ Fp, set

PX(γ;Rn) =
∑

x∈Rn\%−1(X)

S(1, x; pn)S(1, γ(x); pm).

If X = {x ∈ Rn : p |x(ax+ b)(cx+ d)} then we will write simply P (γ;Rn).
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Lemma 2.8. Assume that m ≤ n+ δ and that {x ∈ Fp : cx+ d = 0} ⊆
X ⊆ Fp. Then

∑

x∈Rn\%−1(X)

S(1, γ(x); pm)

= pnδm≤δS(1, γ(0); pm)− pn−1δm≤δ+1

∑

x∈X
S(1, γ(x); pm).

P r o o f. First, note that for any x ∈ Rn satisfying p - cx+ d, and for any
positive integer r ≤ n,

γ : x+ prRn → γ(x) + pδ+rRm

and all the fibers have min{pn−r, pn+δ−m} elements. Therefore

(2.11)
∑

y∈x+prRn

em(γ(y)) = pn−rδm≤δ+rem(γ(x)).

Next, our extension of γ to Rn implies that, for m ≤ δ + 1,

(2.12)
∑

x∈Fp
em(γ(x)) = p δm≤δem(γ(0)).

We can now compute
∑

x∈Rn\%−1(X)

S(1, γ(x); pm)

=
∑

t∈R×m

em(1/t)
∑

x∈Rn\%−1(X)

em(tγ(x))

=
∑

t∈R×m

em(1/t)pn−1δm≤δ+1

∑

x∈Fp\X
em(tγ(x))

= pn−1δm≤δ+1

∑

t∈R×m

em(1/t)
[
pδm≤δem(tγ(0))−

∑

x∈X
em(tγ(x))

]

= pnδm≤δS(1, γ(0); pm)− pn−1δm≤δ+1

∑

x∈X
S(1, γ(x); pm).

In particular, if 1 ≤ m ≤ n then (taking γ(x) = x)

(2.13)
∑

x∈Rn\%−1(X)

S(1, x; pm) = −pn−1δm=1

∑

x∈X
S(1, x; p).

Proposition 2.9. Assume that {x ∈ Fp : x(ax+ b)(cx+d) = 0} ⊆ X ⊆
Fp and let m = n+ δ. Fix non-negative integers N1 ≤ N2, M1 ≤M2 and let

S =
∑

x∈Rn\%−1(X)

S(pN1 , pN2x; pn)S(pM1 , pM2γ(x); pm).
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Then

S = S1 + S2 + S3 + S4,

where

S1 = p2n+m(1− |X|/p)∆(N1, N2;n)∆(M1,M2;m),

S2 = p2n+M1δn−1≤M1=M2≤m−1∆(N1, N2;n)

×
[
δM1≥nS(1, γ(0); pm−M1)− 1

p

∑

x∈X
S(1, γ(x); pm−M1)

]
,

S3 = − p2n−2δN1=N2=n−1<M2S(pM1 , pM2γ(0); pm)
∑

x∈X
S(1, x; p),

S4 = δN1=N2=M1=M2≤n−1p
3N1PX(γ;Rn−N1).

R e m a r k 2.10. Note that in the formula for S, at most one term Si 6= 0
for given values of Ni and Mi. By (2.9) the assumption N1 ≤ N2 and
M1 ≤M2 is not essential.

P r o o f o f P r o p o s i t i o n 2.9. If S 6= 0 then, by (2.10), we have to be
in one of the following two cases (otherwise S(pN1 , pN2x; pn) = 0):

C a s e 1: N1 ≥ n, or N1 = n− 1 < N2. Then (2.10) gives

S = pn∆(N1, N2;n)
∑

x∈Rn\%−1(X)

S(pM1 , pM2γ(x); pm)

= p2n+m∆(N1, N2;n)(1− |X|/p)∆(M1,M2;m)

+ pn+M1∆(N1, N2;n)δM1=M2≤m−1

∑

x∈Rn\%−1(X)

S(1, γ(x); pm−M1).

Now Lemma 2.8 shows that S = S1 + S2.

C a s e 2: N1 = N2 ≤ n − 1. First, suppose that M2 > N1, so that
S(pM1 , pM2γ(x); pm) depends only on x (mod pn−N1−1). If N1 = n−1 then

S = S(pM1 , pM2γ(0); pm) · pN1
∑

x∈Fp\X
pN1S(1, x; p),

so (2.13) shows that S = S3. If N1 < n− 1 then

S =
∑

x∈Rn−N1−1\%−1(X)

S(pM1 , pM2γ(x); pm)

×
∑

y∈RN1+1

pN1S(1, x+ pn−N1−1y; pn−N1),

where we choose a representative x ∈ Rn for the inner sum. The sum over y
vanishes by Lemma 2.8.
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Finally, suppose M2 ≤ N1. According to (2.10), S(pM1 , pM2γ(x); pm)
= 0 unless M1 = M2, in which case

S = pN1+M1
∑

x∈Rn\%−1(X)

S(1, x; pn−N1)S(1, γ(x); pm−M1)

= pN1+M1
∑

x∈Rn−N1\%−1(X)

S(1, x; pn−N1)

×
∑

y∈RN1

S(1, γ(x+ pn−N1y); pm−M1).

By (2.11), one sees that the inner sum is pN1δN1≤M1S(1, γ(x); pm−M1),
which implies S = p3N1δM1=N1PX(γ;Rn−N1) = S4.

Theorem 2.11. Let

t =



ps

pr−s

p−r


 ,

with s ≥ r > 0. (If r > s then apply (2.1)–(2.3).) Also let ψ = ψν1,ν2 ,
ψ′ = ψν′1,ν′2 , N1 = vp(ν1), M2 = vp(ν2), M1 = vp(ν′1), N2 = vp(ν′2),

n1 = min{N1,M1 − (s− r)}, n2 = min{N2,M2 − (s− r)},
γm =

(
ν′1ν2/p

M1+M2 0
p(r−n1−n2)−2m −ps−rν1ν

′
2/p

N1+N2

)
,

and use Notation 2.7.

(a) If s = r ≥ n1 + n2 + 2 then Kl(w0t, ψ, ψ
′) is given by

pr+n1+n2

[
1
p

+ 1 +
∑

1≤m≤(r−n1−n2)/2

p−mP (γm;Rm)
]
δN1=M1δM2=N2

− pr+n1+n2δr=n1+n2+2

[
1
p

(δN1<M1δM2<N2 + δN1>M1δM2>N2)

+ S(1, p−M2−M1ν2ν
′
1; p)

{(
1− 1

p

)
δN1>M1δM2<N2

− 1
p

(δN1=M1δM2<N2 + δN1>M1δM2=N2)
}

+ S(1, p−N1−N2ν1ν
′
2; p)

{(
1− 1

p

)
δN1<M1δM2>N2

− 1
p

(δN1=M1δM2>N2 + δN1<M1δM2=N2)
}]
.
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(b) If s = r ≤ n1 + n2 + 1 then Kl(w0t, ψ, ψ
′) is given by

p2r
(

1− 1
p

)3

min{r − 1, n1, n2, n1 + n2 − (r − 1)}

+ p2r
(

1− 1
p

)(
δr≤n1 + δr≤n2 −

1
p

)

+ p2r−1
[(
δr≥n1+1− 1

p
δr≥n1+2

)
δN1=M1 +

(
δr≥n2+1− 1

p
δr≥n2+2

)
δM2=N2

]

+ p2r−2
(

1− 1
p

)
(δr≥n1+2 + δr≥n2+2).

(c) If s > r ≥ N1 +N2 + 2 then Kl(w0t, ψ, ψ
′) is given by

p(r+3N1+3N2)/2P (γ;R(r−N1−N2)/2)δN1=M1δM2=N2δr≡N1+N2 (mod 2)

+ pN1+N2S(pN2+1ν′1, p
N1+1ν2; ps)δN1<M1δM2>N2δr=N1+N2+2.

(d) If r < s and r ≤ N1 +N2 + 1 then Kl(w0t, ψ, ψ
′) is given by

S(0, ν′2; pr)S(ν2, p
rν′1; ps) + S(ν1, 0; pr)S(prν2, ν

′
1; ps)

+ pr∆

(
M1 +M2 + r

2
, r; r

)
∆

(
N1 +M2,M1 +N2;

r +M1 +M2

2

)

× S(p(r−M1+M2)/2ν′1, p
(r+M1−M2)/2ν2; ps)

× δr≥|M1−M2|+2δr≡M1+M2 (mod 2)δ2s≥r+M1+M2+2

+ pr+s
(

1− 1
p

)[(
1− 1

p

)2

min{r − 1, n1, n2, n1 + n2 − (r − 1)}

− 1
p

(
δN1 6=M1−(s−r) −

1
p

)
δr≥n1+2 − 1

p

(
δM2−(s−r) 6=N2 −

1
p

)
δr≥n2+2

]

× δr≤n1+n2+1δn1,n2≥0

+ pr+s−2
(

1− 1
p

)
[δM1−N1<s−r<M2−N2δs=M1+N2+2

+ δM1−N1>s−r>M2−N2δs=N1+M2+2]δn1,n2≥0.

P r o o f. In the notation of Theorem 2.4, Kl(w0t, ψ, ψ
′) = Kl(12) + Kl(23)

+ Kle since we are assuming r, s 6= 0. If we let x = ν1ν
′
2A/p

N1+N2 and
γm =

(
a b
c d

)
, with m = r − (α + β + n1 + n2)/2, then the inner sum in the

expression for Kle becomes

Sα,β =
∑

x∈R×r
p - (ax+b)(cx+d)

S(pα+N1 , pβ+N2x; pr)S(pα+M1 , pβ+M2γ(x); ps),
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thanks to (2.9). Applying Proposition 2.9, with X = {x ∈ Fp : x(ax + b)
× (cx + d) = 0}, we get Sα,β = Sα,β1 + Sα,β2 + Sα,β3 + Sα,β4 ; one must sum
over α and β. For i = 2 and 3 there is at most one pair (α, β) for which
Sα,βi 6= 0 (cf. Remark 2.5(1)) so these terms are easy to sum. The case i = 4
is not hard but the case i = 1 is a bit of a chore. When r = s it is convenient
to note that Sα,β1 = 0 unless 0 ≤ r − α ≤ n1 + 1 and 0 ≤ r − β ≤ n2 + 1;
one can sum over α = r − α and β = r − β and add a factor of δα+β≤r to

recover the original bound, α + β ≥ r. (It helps to note that Sr,01 = Kl(12)

and S0,r
1 = Kl(23).) When r < s we have α + β = r and it seems simplest

to count the number of pairs (α, β) giving each of the four possible values
of Sα,β1 .

3. Sums of products of Kloosterman sums. In this section we
consider the exponential sums appearing in the expressions for the GL(3)-
Kloosterman sums in Theorem 2.11. Using the stationary phase method of
Section 1 and l-adic cohomology, we can estimate these sums. At the end of
the section, we derive our final estimates for the GL(3)-Kloosterman sums.

Notation 3.1. Fix a prime p. As in Section 2, let Rm = Z/pmZ =
Zp/pmZp, let vp denote the valuation on Qp, and let

em(x) = e2πix/pm

whenever this makes sense: x ∈ C or Zp or Rm. In this section, we will work
exclusively with

(3.1) K(ν;Rm) = S(1, ν; pm) =
∑

x∈R×m

em

(
x+

ν

x

)

where ν is a unit in Zp.
As in Section 2, if P is some condition then let

δP =
{

1 if P holds,
0 otherwise.

Fix a matrix γ =
(
a b
c d

)
, where a, b, c, d ∈ Zp. Assume that

(3.2) p - a or p - b and p - c or p - d.

Let

ad− bc = det γ = pδu (u ∈ Z×p ).

Fix m and define h by

h = δ + vp(2) + min{vp(b), vp(3c),m}.
With this notation, γ(x) = (ax+b)/(cx+d) gives a well-defined element

of R×m+δ if x ∈ Rm and p - ax+ b, cx+ d; and (0.4) becomes
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(3.3) P (γ;Rm) =
∑

x∈R×m
p - ax+b, cx+d

K(x;Rm)K(γ(x);Rm+δ).

Outline. The goal of this section is to estimate the sums P (γ;Rm). The
sums that come up when evaluating GL(3)-Kloosterman sums all have b = 0,
but we will only assume (in some cases) that vp(b) 6= vp(3c).

We use different techniques in different cases. Proposition 3.3 deals with
the case c ≡ 0 (mod pm): an elementary calculation expresses P (γ;Rm) in
terms of a classical Kloosterman sum. In the remaining cases, we assume
c 6≡ 0 (mod pm). Proposition 3.4 deals with the case m = 1, using the l-adic
techniques developed by Deligne and Katz. Proposition 3.5 deals with the
case m > 1, using Katz’s principle of stationary phase, as described in
Section 1. The following theorem summarizes our results, although Propo-
sitions 3.3–3.5 have more precise statements.

Theorem 3.2. Use Notation 3.1; if m > 1 and m > vp(c) then assume
that vp(b) 6= vp(3c). Then

|P (γ;Rm)| ≤ √p 3m+h(12 δp>3 + 108
√

3 δp=3 + 29
√

2 δp=2).

Furthermore, P (γ;Rm) = 0 in the following situations (with some extra
conditions if p = 2 or 3):

(1) vp(c) > vp(b) = 0, m+ δ > 1, and vp(u2 − ad3) 6= 0;
(2) δ > 0 = vp(c) and a/c not a square or δ > 0 = vp(b) and b/d not a

square;
(3) v = min{vp(b), vp(3c)} > 0 and vp(a − d) < min{v,m − 1}; or

0 < v < m− 1 and vp(a− d) 6= v.

Before considering P (γ;Rm) we will recall the bounds on classical Kloost-
erman sums. Suppose that ν is a unit and that p is odd, m > 1, or
p = 2, m ≥ 8. According to Example 1.15 (or [Sa]),

(3.4) K(ν;Rm) =
√
p
m
∑

α2=ν
α∈Z×p

Gm(2α)em(2α),

where Gm(2α) is the normalized Gauss sum, as in Section 1. In particular,
K(ν; pm) = 0 if ν is not a square; and

(3.5) |K(ν; pm)| ≤ 2
√
p
m+vp(2)

.

According to Example 1.15, this bound holds for p = 2 and all m ≥ 2; and
the vanishing statement holds for p = 2 and m ≥ 6. Finally, the Hasse–Weil
estimate [W1] says that (3.5) holds, without the term vp(2), if m = 1.
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Proposition 3.3. Using Notation 3.1, assume that vp(c) ≥ m. Then d
is a unit and

P (γ;Rm) = pmS

(
u− pδd2

u
,
b

d
; pm+δ

)

+ δm=1




K(b/d;Fp) +K(−b/a;Fp) if δ = 0 = vp(b),
−1 if δ = 0 < vp(b),
K(b/d;R1+δ) if δ > 0 = vp(b).

In particular ,

|P (γ;Rm)| ≤ 4
√
p

3m+h
.

Furthermore, the main term vanishes unless vp(b) = vp(u−pδd2) = vp(u2−
ad3) or both vp(b) and vp(u2 − ad3) are at least m + δ − 1. If δ > 0 (and
m+ δ ≥ 6 if p = 2) then the main term vanishes unless vp(b) = 0 and b/d
is a square.

P r o o f. The estimate and the vanishing follow from the formula for
P (γ;Rm), using (2.10) and (3.5). Since c ≡ 0 (mod pm), d is a unit by
(3.2). Thus

γ(x) =
ax+ b

cx+ d
≡ pδ u

d2x+
b

d
(mod pm+δ),

so we may reduce to the case c = 0, d = 1, γ(x) = ax + b, so that a =
det γ = pδu.

Putting the definition (3.1) of the Kloosterman sums into the definition
(3.3) of P (γ;Rm) and switching the order of summation, we find

P (γ;Rm) =
∑

s∈R×m
t∈R×

m+δ

em(s−1)em+δ(t−1 + bt)
∑

x∈R×m
p - ax+b

em((s+ ut)x)(3.6)

=
∑

s∈R×m
t∈R×

m+δ

em(s−1)em+δ(t−1 + bt)
∑

x∈Rm
em((s+ ut)x)

−
∑

s∈R×m
t∈R×

m+δ

em(s−1)em+δ(t−1 + bt)
∑

x∈Rm
p|x(ax+b)

em((s+ ut)x).

The inner sum in the first term in (3.6) gives pm if s+ut ≡ 0 (mod pm)
and vanishes otherwise. The first term in (3.6) is thus

pmS

(
u− pδ
u

, b; pm+δ
)
,

the desired main term in P (γ;Rm).
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Now consider the second term in (3.6). If p | x(ax + b) then x = py or
py−b/a with y ∈ Rm−1; we only need the second possibility if δ = 0 = vp(b)
(i.e., both a and b are units, in which case u = a). Summing over y, we find

∑

x∈Rm
p|x(ax+b)

em((s+ ut)x)

= pm−1δs+ut≡0 (mod pm−1)[1 + em((s+ ut)(−b/a))δδ=0=vp(b)].

Using this, the second term in (3.6) becomes

(3.7) − pm−1
∑

s∈R×m,t∈R×m+δ

s+ut≡0 (mod pm−1)

em

(
1
s

)
em+δ

(
1
t

+ bt

)

−pm−1δδ=0=vp(b)

∑

s,t∈R×m
s+ut≡0 (mod pm−1)

em

(
1
s
− b

a
s

)
em+δ

(
1
t

)

(where we have used u = a if δ = 0 = vp(b)).
First suppose that m = 1, so that the condition s+ ut ≡ 0 (mod pm−1)

is automatic and the factor pm−1 is trivial. The sum over s in the first term
of (3.7) and the sum over t in the second term each give −1; by (2.10), (3.7)
gives the desired terms in P (γ;Rm).

Now suppose that m > 1; we must show that (3.7) vanishes. In the first
term of (3.7), let s = −ut + pm−1z, with z ∈ Fp; in the second term, let
t = −u−1s+ pm−1z. In both cases, the sum over z vanishes.

Proposition 3.4. Using Notation 3.1, assume that m = 1 and p - c.
Then

|P (γ;Fp)| ≤ √p 3+ δ(12− 2 δδ>0 − 4 δp|d − 4 δδ=0δp|ab).

Furthermore, if δ > 0 (δ ≥ 5 if p = 2) and a/c is not a square then
P (γ;Fp) = 0.

We suspect that 12, the maximal value of the constant, is never best
possible.

P r o o f. Choose an auxiliary prime l 6= p. Let K be the Kloosterman
sheaf on Gm ⊗ Fp, as in [K2] and [K3]. Thus K is a lisse Ql-sheaf of rank 2
on Gm that is pure of weight 1, tame at 0, and totally wild with Swan
conductor 1 at ∞; and for any a ∈ F×p = Gm(Fp),

trace(Froba|K) = −K(a;Fp).
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First consider the case δ = 0. We have
P (γ;Fp) =

∑

x∈F×p
p - ax+b, cx+d

K(x;Fp)K(γ(x);Fp)

=
∑

x∈U(Fp)

trace(Frobx|K ⊗ γ∗K),

where we let

U = SpecFp[t, 1/t(at+ b)(ct+ d)]

(so that U = Gm \ {−b/a,−d/c} if a is a unit) and let γ denote the map
U → Gm induced by (the matrix) γ.

The sheaf

F = K ⊗ γ∗K
is lisse of rank 4 on U , pure of weight 2. We claim that F is geometrically
irreducible. Indeed, K is totally wild at ∞, with Swan conductor 1, so it is
irreducible as a representation of the wild inertia group P∞. Similarly, γ∗K is
irreducible as a representation of P−d/c. Since K is tame at −d/c it is trivial
as a representation of P−d/c; similarly, γ∗K is trivial as a representation of
P∞. Therefore F is irreducible as a representation of P∞ × P−d/c and, a
fortiori, as a representation of π1(U ⊗ Fp).

Since F is a lisse sheaf and U is affine, H0
c (U ⊗ Fp,F) = 0. Since F

is geometrically irreducible, H2
c (U ⊗ Fp,F) = 0. Therefore, the Lefschetz

Trace Formula gives simply

P (γ;Fp) =
2∑

i=0

(−1)i trace(FrobFp |Hi
c(U ⊗ Fp,F))

= − trace(FrobFp |H1
c (F)).

By Weil II (i.e., Deligne’s second proof of the Weil Conjectures), H1
c (F) is

mixed, of weights ≤ 3, which implies that

(3.8) |P (γ;Fp)| ≤ h1
c(F)

√
p

3
.

Next, we use the Euler–Poincaré Formula to evaluate h1
c(F):

h1
c(F) = −χc(U ⊗ Fp,F) = −χc(U ⊗ Fp) rank(F) +

∑

x∈P1\U
Swanx(F).

We have rank(F) = 4; −χc(U ⊗ Fp) = |(P1 − U)(Fp)| − 2 = |{0,∞,−b/a,
−d/c}| − 2; F is tame at 0 and −b/a and wild at ∞ and −d/c, with
Swan∞(F) = 2 Swan∞(K) = 2 and Swan−d/c(F) = 2 Swan−d/c(γ∗K) = 2;
so

h1
c(F) = 4(|{0,∞,−b/a,−d/c}| − 2) + 2 + 2 = 12− 4(δp|d + δp|ab).

Using these estimates of h1
c(F) in (3.8), we get the desired result.
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Now consider the case δ > 0. If p = 2 then there are no terms in the
sum (3.3) defining P (γ;Fp) if d is odd and only one term if d is even. In the
latter case, we have P (γ;F2) = K(1;F2)K(γ(1);R1+δ) = K(γ(1);R1+δ); by

(3.5), this implies that |P (γ;F2)| ≤ 2
√

2
2+δ

. According to Example 1.15,
the Kloosterman sum vanishes if 1 + δ ≥ 6 and a is not a square.

From now on, assume p > 2. We are assuming that c is a unit, and so a
is also a unit, by (3.2). We will use Salié’s formula for Kloosterman sums in
the form (3.4) to evaluate K(γ(x);R1+δ). We have

γ(x) =
ax+ b

cx+ d
=
a

c
− pδ u

c
· 1
cx+ d

=
a

c

(
1− pδ u

a
· 1
cx+ d

)
.

In particular, γ(x) is a square if and only if a/c is. Therefore P (γ;Fp) van-
ishes unless a/c is a square, so assume that it is. If a/c = α2 ∈ Z×p then

γ(x) = α2
(

1− pδ u
a
· 1
cx+ d

)
≡
[
α

(
1− 1

2
pδ
u

a
· 1
cx+ d

)]2

(mod p1+δ)

and so

K(γ(x);R1+δ) =
√
p

1+δ
∑

α2=a/c

G1+δ(2α)e1+δ

(
2α
(

1− 1
2
pδ
u

a
· 1
cx+ d

))

=
√
p

1+δ
∑

α2=a/c

G1+δ(2α)e1+δ(2α)e1

(
−αu

a
· 1
cx+ d

)
.

Since δ > 0, ax+ b is a unit if and only if cx+ d is, and so

(3.9) P (γ;Fp)

=
√
p

1+δ
∑

α2=a/c

G1+δ(2α)e1+δ(2α)
∑

x∈F×p
p - cx+d

K(x;Fp)e1

(
−αu

a
· 1
cx+ d

)
.

The argument so far is similar to the one we will use when m > 1 and
δ > 0; there we will use stationary phase to evaluate the inner sum, but here
we must use l-adic techniques. Let L = Le1 denote the standard rank-one
lisse sheaf on A1

Fp such that, for all a ∈ Fp = A1(Fp),

trace(Froba|L) = e1(a).

We can use the Lefschetz Trace Formula to evaluate the inner sum in (3.9):
letting

U = Gm \ {−d/c} and F = K ⊗
[
x 7→ −αu

a
· 1
cx+ d

]∗
L,
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∑

x∈F×p
p - cx+d

K(x;Fp)e1

(
−αu

a
· 1
cx+ d

)
=

2∑

i=0

trace(FrobFp |Hi
c(U ⊗ Fp,F)).

Since F is lisse and U is affine, H0
c (F) = 0. Since the pull-back of L is

lisse at ∞, F ∼= K as P∞-representations, so F is geometrically irreducible
and H2

c (F) = 0. Since L is pure of weight 0, F is pure of weight 1 and
so H1

c (F) is mixed of weights ≤ 2 by Weil II. Therefore the inner sum in
(3.9) is bounded by h1

c(F)p. We use the Euler–Poincaré Formula to evaluate
h1
c(F):

h1
c(F) = 2(|{0,∞,−d/c}| − 2) + 1 + 2 = 5− 2 δp|d

since Swan∞(K) = Swan∞(L) = 1 and they are tame elsewhere.
Since |G1+δ(2α)| = 1 and the inner sum in (3.9) is bounded by h1

c(F)p,

|P (γ;Fp)| ≤ √p 1+δ · 2 · (5− 2 δp|d)p = (10− 4 δp|d)
√
p

3+δ
.

Proposition 3.5. Using Notation 3.1, assume that m > 1, vp(c) < m,
and vp(b) 6= vp(3c). Then

(3.10) |P (γ;Rm)| ≤ √p 3m+h(6 δp>3 + 108
√

3 δp=3 + 29
√

2 δp=2).

Furthermore, in order for P (γ;Rm) 6= 0, we have conditions in the following
cases:

(1) Assume vp(b) > vp(3c) and vp(c) = 0; if p = 2 or 3, assume vp(b) ≥
3; if p = 3, assume m ≥ 5; if p = 2, assume m ≥ 3δ + 8 or δ ≥ 4 and
m+ δ 6= 7. Then au is a cube.

(2) Assume vp(c) > vp(b) = 0; if p = 2, assume vp(c) ≥ 3 and either
m ≥ 3δ+8 or δ ≥ 4 and m+δ 6= 7. Then vp(u2−ad3) = 0 and (u2−ad3)/bd
is a square.

(3) Assume δ > 0; if p = 2, assume δ ≥ 3 and m+ δ ≥ 6. If vp(c) = 0
then a/c is a square; if vp(b) = 0 then b/d is a square.

(4) Assume v = min{vp(b), vp(c)} > 0. Then vp(a − d) ≥ v. Assume
also that m ≥ v + 2; if p = 3 and vp(b) > vp(3c), assume that m ≥ v + 5;
if p = 2, assume that m ≥ v + 8. Then vp(a − d) = min{vp(b), vp(3c)}. If
vp(b) > vp(3c) (and vp(b) ≥ v+ 3 ≥ 6 if p = 2) then (a− d)/3c is a square;
if vp(3c) > vp(b) (and vp(c) ≥ v + 3 ≥ 6 if p = 2) then a(a − d)/d is a
square.

P r o o f. First assume that m ≥ 3h+ 2; if p = 2 then assume m ≥ 3h+ 5.
Putting the definition (3.1) of the Kloosterman sum into the definition (3.3)
of P (γ;Rm), we get
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P (γ;Rm) =
1
p2δ

∑

x,s,t∈R×
m+δ

p - ax+b,cx+d

em+δ

(
pδ
(
s+

x

s

)
+ t+

γ(x)
t

)
.

We try to evaluate this sum by the method of stationary phase: let

f(x, s, t) = pδ
(
s+

x

s

)
+ t+

γ(x)
t

;

grad f =
(
pδ

s
+

pδu

(cx+ d)2t
, pδ
(

1− x

s2

)
, 1− γ(x)

t2

)
.

Letting H be the Hessian matrix, one calculates

detH = p2δ −2uxγ(x)
(cx+ d)3s3t4

(
4c+

pδu

ax+ b
+

(cx+ d)3

ux
· t
s

)
.

At a Zp-valued critical point, we use pδu = ad− bc and t/s = −u/(cx+ d)2

and simplify to get

detH = 2p2δ(unit)(3c− b/(xγ(x))).

Since two rows of H are multiples of pδ, its adjoint matrix is a multiple
of pδ and so we can use h = vp(2) + δ + vp(3c − b/(xγ(x))), k = h + 1
in Theorem 1.8(b). Thus, for m ≥ 3h + 2 (m ≥ 3h + 5 if p = 2), we get
|P (γ;Rm)| ≤ |D(Zp)|√p 3m+h, where D is the scheme of critical points.

Now D(Zp) = {s ∈ Z×p : u2s2 = (as2 + b)(cs2 + d)3}. Suppose that the
polynomial g(x) = u2x− (ax+ b)(cx+ d)3 vanishes; then ac3 = bd3 = 0, so
by assumption (3.2), either a = d = 0 or b = c = 0. In the former case, the
polynomial does not vanish; we do not deal with the latter case here, since
we are assuming vp(b) 6= vp(3c), but it is covered by Proposition 3.3. Thus
g(x) does not vanish and |D(Zp)| ≤ 8.

We can say more about D(Zp) in most cases. First, note that D(Zp) =
D̃(Zp), where D̃ ⊆ A1 is defined by

D̃ = SpecZp[s, s−1]/g(s2) = SpecZp[s, s−1]/(u2s2 − (as2 + b)(cs2 + d)3).

For any s ∈ D̃(Zp), we have dg(s2)/(ds) = 2 (unit) (3c − b/(xγ(x))), so
vp(dg(s2)/(ds)) = h − δ; let h̃ := h − δ. Thus D̃(Zp) is in one-to-one cor-
respondence with the image of D̃(R2h̃+1) in D̃(Rh̃+1), by Lemma 1.20. (If

h̃ = 0 then D̃(Zp) = D̃(Fp).) It follows that |D̃(Zp)| depends only on the
coefficients a, b, c, d modulo p2h̃+1. For example, if vp(b) ≥ 2h̃ + 1, then
we can replace b with 0; the condition u2x = (ax + b)(cx + d)3 becomes
u2/a = (cx+d)3 and so D(Zp) has at most 6 points, none at all unless u2/a

is a cube. Similarly, if vp(c) ≥ 2h̃+ 1 then u2x = (ax+ b)(cx+ d)3 becomes
ax + b = (u2/d3)x and so D̃(Zp) has at most 2 points, none at all unless
vp(u2 − ad3) = vp(b) and (u2 − ad3)/(bd) is a square.
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If δ = 0 then this proves (1) and (2); if h = 0 then it also proves (3.10).
The rest of the proof consists of dealing with small values of m. Generally
we will use a change of variables to get an étale scheme of critical points.
For p = 2 or 3 and small values of m we will use crude estimates.

Now assume that δ > 0. If p = 2 then assume δ ≥ 3 and m + δ ≥ 8.
Note that ac or bd must be a unit, thanks to the assumptions (3.2) and
δ > 0.

As in the case m = 1, δ > 0 we will use Salié’s formula for Kloosterman
sums, in the form (3.4):

K(γ(x);Rm+δ) =
√
p
m+δ

∑

t∈R×
m+δ

t2=γ(x)

Gm+δ(2t)em+δ(2t) (p 6= 2);

if p = 2 then we should replace R×m+δ with R×m+δ−1 (and still require t2 =
γ(x) in Rm+δ). Now

γ(x) =
ax+ b

cx+ d
=
a

c

(
1− pδ u

a(cx+ d)

)
or

b

d

(
1 + pδ

ux

b(cx+ d)

)
,

depending on whether ac or bd is a unit. In particular, γ(x) ≡ a/c or b/d
(mod pδ), so γ(x) is a square if and only if a/c (respectively, b/d) is. If a/c
(respectively, b/d) is not a square then P (γ;Rm) = 0; this much is true even
if p = 2, δ ≥ 3, and m+ δ ≥ 6.

Assume, therefore, that a/c = α2 (respectively, b/d = α2), with α ∈ Z×p .
Then

√
γ(x) = α(1−pδu/(a(cx+d)))1/2 (resp., α(1 +pδux/(b(cx+d)))1/2)

makes sense as an element of Rm+δ[x, (cx + d)−1]. Furthermore, we have√
γ(x) ≡ α (mod 1

2p
δ), so 2p−δ(

√
γ(x) − α) makes sense as an element of

Rm[x, (cx+ d)−1].
If p = 2 then assume now that δ ≥ 4; then Gm+δ

(
2
√
γ(x)

)
= Gm+δ(2α)

by Example 1.13. Therefore

K(γ(x);Rm+δ) =
√
p
m+δ

∑
α

Gm+δ(2α)em+δ(2α)em

(
2

√
γ(x)− α
pδ

)
.

(Here and below, the sum is over α ∈ Z×p such that α2 = a/c or b/d.) We
can use this and the definition (3.1) of K(x;Rm) in the definition (3.3) of
P (γ;Rm):

P (γ;Rm)

=
√
p
m+δ

∑
α

Gm+δ(2α)em+δ(2α)
∑

x,s∈R×m
p - ax+b,cx+d

em

(
s+

x

s
+ 2

√
γ(x)− α
pδ

)
.
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We apply stationary phase with

f(x, s) = s+
x

s
+ 2

√
γ(x)− α
pδ

,

grad f =
(

1
s

+ uγ(x)−1/2(cx+ d)−2, 1− x

s2

)
.

We calculate

detH =
−ux

s3
√
γ(x)(cx+ d)3

[
4c+

pδu

γ(x)(cx+ d)
+

√
γ(x)(cx+ d)3

uxs

]

= (unit)(3c− b/(xγ(x))),

where the second expression is valid at a critical point.
If p 6= 3 or if p = 3 - b then detH is a unit and Theorem 1.4 applies for

all m ≥ 2; if p = 3 and vp(b) > vp(3c) = 1 (so that p - c) then Theorem 1.8(b)
applies as soon as m ≥ 5. We conclude that |P (γ;Rm)| ≤ |D(Zp)|√p 3m+h,
where D represents the union of the two schemes of critical points corre-
sponding to the two choices of α. It is easy to see that D(Zp) = D̃(Zp), just
as before, so our previous analysis applies.

This proves (3.10) if δ > 0 (δ ≥ 4 and m + δ ≥ 8 if p = 2; m ≥ 5 if
p = 3). It also proves (3) and completes the proof of (1) and (2).

Next assume that vp(b), vp(3c) > 0. We dealt with the case p = 3 - c just
above, so let v = min{vp(b), vp(c)} and assume that 0 < v < m. Note that
a, d ∈ Z×p and so δ = 0, thanks to (3.2). In Rm,

γ(x+ pm−vz) =
a(x+ pm−vz) + b

cx+ d
= γ(x) + pm−v

a

d
z.

As x runs through R×m and z runs through Rv, x+pm−vz runs through R×m,
pv times and so

P (γ;Rm)

=
1
pv

∑

x∈R×m,z∈Rv
K(x+ pm−vz;Rm)K(γ(x) + pm−v(a/d)z;Rm)

=
∑

x,s,t∈R×m

em(s+ x/s+ t+ γ(x)/t) · 1
pv

∑

z∈Rv
ev((1/s+ a/(dt))z).

The inner sum vanishes unless as/dt ≡ −1 (mod pv), in which case it
gives pv. Setting s/t = −d/a+ pvw, we get

(3.11) P (γ;Rm) =
∑

x,t∈R×m
w∈Rm−v

em

(
[1−d/a+pvw]t+

[
γ(x)+

x

−d/a+ pvw

]
1
t

)
.



44 R. Dąbrowski and B. Fisher

The sum over t gives

S

(
a− d
a

+ pvw,
ax+ b

cx+ d
+

ax

−d+ pvaw
; pm

)
.

Since v < m and the second argument of this Kloosterman sum is congruent
to ax/d−ax/d (mod pv), (2.10) shows that the sum vanishes unless vp(a−
d) ≥ v, as claimed. (We will see below that we need vp(a − d) = v if
v < m− 1.)

Assume, therefore, that 1−d/a = (a−d)/a = pvα, with α ∈ Zp, and set
b = pvb′, c = pvc′. Let s = t(−1 + pvα + pvw) ∈ Zp[t, w]; alternatively, we
could proceed by using four variables x, s, t, w with the relation as+ dt =
pvawt. We have

s+
x

s
+ t+

γ(x)
t

= pvf(x, t, w)

with

f(x, t, w) =
(

(α+ w)t+
b′s+ awtx+ c′x2t

(cx+ d)st

)
∈ Zp[x, t, w, 1/((cx+ d)st)]

and so

(3.12) P (γ;Rm) = p2v
∑

x,t∈R×
m−v

w∈Rm−v

em−v(f(x, t, w)).

If m− v = 1 then a = d and s = −t in Rm−v = Fp and the sum over w
is elementary: it vanishes unless

t ≡ atx

(cx+ d)t2
≡ x

t
(mod p),

in which case it gives p. Therefore

P (γ;Rm) = p2v+1
∑

t∈F×p

e1(αt+ (b′/d)t−1 − (c′/d)t3).

We believe that this cubic sum was first estimated using the Riemann hy-
pothesis for curves; it is easily analyzed using l-adic cohomology. First, sup-
pose that vp(b) > vp(3c). With the same notation as in the proof of Propo-
sition 3.4, consider the sheaf F = Le1(αt−(c′/d)t3) on Gm. This F is lisse on
A1 and has Swan conductor 3 at ∞. By the usual arguments, H0

c (F) and
H2
c (F) both vanish; by the Lefschetz Trace Formula and the Euler–Poincaré

Formula, one finds that the cubic sum is bounded by 3
√
p. Next, suppose

that vp(3c) > vp(b) = m−1; since we are assuming vp(c) < m, this can only
happen if p = 3 and vp(c) = m − 1. In this case, F = Le1(αt+b′/dt−(c′/d)t3)
is lisse on Gm; Swan∞(F) = 3 and Swan0(F) = 1; in this case, one finds
that the cubic sum is bounded by 4

√
p. We conclude that |P (γ;Rm)| ≤

p2v+1 · 4√p = 4
√
p 3m+v.
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Now assume m− v > 1. Ignoring the messy expression for f(x, t, w), we
can calculate

grad f = p−v
(

1
s

+
u

(cx+ d)2t
,

(
1− x

s2

)
s

t
+ 1− γ(x)

t2
,

(
1− x

s2

)
pvt

)
,

which shows that D(Zp) = D̃(Zp), as before. Further calculation gives, at a
critical point, detH = 2(unit)(3c′−b′/(xγ(x))). If p = 2 (respectively, p = 3
and vp(b) > vp(3c)) then vp(detH) = 1 and so Theorem 1.8(b) applies for
m− v ≥ 8 (resp., m− v ≥ 5), giving

|P (γ;Rm)| ≤ p2v|D(Zp)|√p3(m−v)+1 ≤ 8
√
p

3m+v+1
.

In all other cases, D is étale and so Theorem 1.4 applies for all m ≥ 2, giving

|P (γ;Rm)| ≤ |D(Zp)|√p3m+v
.

Let s ∈ D̃(Zp) and x = s2. The equation u2x = (ax+ b)(cx+d)3 implies
that a2d2αx ≡ b′d3+3ac′d2x2 (mod pv). Thus vp(α) = min{vp(b′), vp(3c′)},
i.e., vp(a − d) = min{vp(b), vp(3c)}. If p 6= 2 then, since x is a square, so is
a2α/(b′d) = a(a− d)/(bd) (if vp(3c) > vp(b)) or aα/(3c′) = (a− d)/(3c) (if
vp(b) > vp(3c)). The same conclusion holds for p = 2, provided v ≥ 3 and
|vp(b)− vp(3c)| ≥ 3.

Finally, we will deal with the cases p = 2 and p = 3. According to (3.5),
|K(x;Rm)| ≤ 2

√
pm if p is odd. Using this in the definition of P (γ;Rm), we

find that

(3.13) |P (γ;Rm)| ≤ 4
√
p

4m+δ
.

If p = 2 then there is an extra factor of
√

2 in the bound on the Kloosterman
sum but the sum for P (γ;Rm) has (at most) φ(pm) terms; the factor of
1− 1/p, which we ignore for most primes p, exactly cancels the two factors
of
√

2 when p = 2.
Let p = 2. If neither b nor 3c is a unit then we have to consider m ≤ v+7.

The trivial estimate of the sum in (3.12) leads to |P (γ;Rm)| ≤ 28√p 3m+v+1.
If b or 3c is a unit then we have to consider m+δ ≤ 7 or δ ≤ 3 and m ≤ 3δ+7.
In all these cases, m ≤ 16. Thus (3.13) gives |P (γ;Rm)| ≤ 4

√
2

16 ·√p 3m+δ ≤
29
√

2 · √p 3m+h.
Now let p = 3. If vp(b) > vp(3c) = 1 then we have to consider m ≤ 4.

Then (3.13) gives |P (γ;Rm)| ≤ 4
√

3
3 · √p 3m+δ+1 < 21

√
p 3m+h. If vp(b) >

vp(3c) and v = vp(c) > 0 then we have to consider m ≤ v + 4. The trivial
estimate of (3.12) leads to |P (γ;Rm)| ≤ p2vφ(pm−v)2pm−v ≤ 108

√
3

×√p 3m+v+1.

We will now apply the results of this section to the GL(3)-Kloosterman
sums we computed in Section 2.
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Notation 3.6. Let

w0 =




1
−1

1


 , t =



ps

pr−s

p−r


 ,

ψ




1 x z
1 y

1


 = e2πi(ν1x+ν2y), ψ′




1 x z
1 y

1


 = e2πi(ν′1x+ν′2y)

as in Section 2 and assume that ν1, ν2, ν′1, and ν′2 ∈ Zp \ {0}. Let ε =
min{r, vp(ν1ν

′
2 + ν2ν

′
1)}.

Applying Theorem 3.2 to Theorem 2.11 one can see that if ν1ν
′
2+ν2ν

′
1 = 0

and r = s > 0 then |Kl(w0t, ψ, ψ
′)| is O(p4r/3); otherwise, it is O(p(2s+3r)/4).

Using Propositions 3.3–3.5, we can be more precise. In particular, we will
find a lot of cancellation in the case r = s (too much for coincidence?) from
the terms p−mP (γm;Rm) where m is small enough that Proposition 3.3
applies; and at most five of the terms with m large are non-zero.

Theorem 3.7. Keep the notation of Theorem 2.11.

(a) If r = s ≥ n1 + n2 + 3 then, letting r̃ = r − n1 − n2, Kl(w0t, ψ, ψ
′)

is given by[
p−r̃/2P (γr̃/2;Rr̃/2)δ2|r̃

+ p−(r̃−ε+vp(3))/2P (γ(r̃−ε+vp(3))/2;R(r̃−ε+vp(3))/2)

× δ2|r̃−ε+vp(3)δε>vp(3)δr̃≥3ε+4+3vp(48)

+
∑

(r̃+1)/3≤m≤(r̃+1)/3+vp(12)

p−mP (γm;Rm)δ(r̃−ε)/2≤m<r̃/2

+ pbr̃/3cδr̃≤3ε+2

]
pr+n1+n2δN1=M1δN2=M2 .

(Note that there are at most 1+vp(12) ≤ 3 terms in the sum.) In particular ,

|Kl(w0t, ψ, ψ
′)| ≤ [O(1)pr̃/4δ2|r̃

+O(1)p(r̃+ε−vp(3))/4δ2|r̃−ε+vp(3)δε>vp(3)δr̃≥3ε+4+3vp(48)

+O(1)(δ3|r̃+1 + vp(12))pr̃/3−1/6δr̃≤3ε+2+6vp(12)

+ pbr̃/3cδr̃≤3ε+2]pr+n1+n2δN1=M1δN2=M2 ,

where O(1) = 6δp>3 + 324δp=3 + 210δp=2.
(b) If r = s = n1+n2+2 then |Kl(w0t, ψ, ψ

′)| ≤ pr+n1+n2 [8p1/2+1+1/p].
(c) If r = s ≤ n1 +n2 +1 then |Kl(w0t, ψ, ψ

′)| ≤ p2r min{n1 +1, n2 +1}.
(d) If s > r ≥ N1 +N2 + 3 then
|Kl(w0t, ψ, ψ

′)| ≤ O(1)p[2s+3(r+N1+N2)]/4δN1=M1δN2=M2δ2|r−N1−N2 ,

where O(1) is as in part (a).
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(e) If s > r = N1 +N2 + 2 then
|Kl(w0t, ψ, ψ

′)| ≤ 6p[s+3 min{N1+M2+1,N2+M1+1}]/2.
(f) If r < s and r ≤ N1 +N2 + 1 then |Kl(w0t, ψ, ψ

′)| is bounded by

6p[s+3r+M1+M2]/2 + pr+s
[
min{r − 1, n1, n2, n1 + n2 + 1− r}+

2
p

+
1
p2

]

× δs≤min{N1+M2+2,N2+M1+2}δ2s−r≤M1+M2+1δs−r≤min{M1,M2}.

P r o o f. (a) According to Theorem 2.11, we must evaluate∑

1≤m≤r̃/2
p−mP (γm;Rm).

The terms with 1 ≤ m ≤ r̃/3 are given explicitly by Proposition 3.3; this
portion of the sum telescopes, leaving pbr̃/3cδr̃≤3ε+2−1−1/p. The remaining
terms are all estimated by Proposition 3.5. According to Proposition 3.5,
condition (4), the terms with r̃/3 < m < (r̃ + 2)/3 + vp(12) vanish unless
r̃ − 2m ≤ ε and those with (r̃ + 2)/3 + vp(12) ≤ m < r̃/2 vanish unless
r̃ − 2m+ vp(3) = ε. Finally, if r̃ is even then there is a term with m = r̃/2.

(b) If N1 = M1 and N2 = M2 then we apply Proposition 3.4. Otherwise,
Theorem 2.11 gives

|Kl(w0t, ψ, ψ
′)| ≤ pr+n1+n2

(
1− 1

p
S(1, ν; p)

)

for some unit ν and the bounds (3.5) of Weil and Salié show that this is at
most 2 pr+n1+n2+1/2.

(c) This follows easily from Theorem 2.11.
(d) This follows from Proposition 3.5.
(e) This is similar to (b).
(f) This follows easily from Theorem 2.11.
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