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1. Introduction. Many special cases of the equation of the title, where $x$ and $y$ are positive integers and $n \geq 3$, have been considered over the years, but most results for general $n$ are of fairly recent origin. The earliest reference seems to be an assertion by Fermat that he had shown that when $C = 2$, $n = 3$, the only solution is given by $x = 5$, $y = 3$; a proof was published by Euler [14]. The first result for general $n$ is due to V. A. Lebesgue [18] who proved that when $C = 1$ there are no solutions. Nagell [29] proved that there are no solutions for $C = 3$ and 5, but did not complete a proof for $C = 2$. Ljunggren [20] generalised Fermat’s result and proved that for $C = 2$ the equation has no solution other than $x = 5$, a result rediscovered by Nagell [31], who also showed [32] that when $C = 4$ the only solutions are $x = 2$ and $x = 11$. Chao Ko [6] proved that $x = 3$ is the only solution for $C = -1$, a result which had been sought for many years as a special case of the Catalan conjecture.

It follows from [36, Theorem 12.2], itself an extension of a deep analytical result [35], that for any given $C$ there are but finitely many solutions, which are effectively computable in the usual sense, viz., that it is possible to find them all by considering all values of $x$ up to a bound $K(C)$ which can be explicitly calculated. In practice, the power of that method is limited by the huge size of the $K$ that arises, but it provides a theoretical method for solving such problems.

The case in which $n$ is even is easily treated, since then $C$ is to be expressed as the difference of two integer squares; for $n$ odd there is no loss of generality in considering only odd primes $p$, which we shall assume in what follows. We shall only consider positive values of $C$; in theory, much of the following applies also to the case $C < 0$, but the reason for the restriction to positive $C$ will become evident below. It clearly suffices to find the possible values of $x$.

The special case $p = 3$ has received extensive treatment, and some results are known for the special cases $p = 5$ [2, 37] and $p = 7$ [3].
The method for $C = 1, 2$ and $4$ consists of two parts. Firstly, using unique prime factorisation in the fields $\mathbb{Q}[\sqrt{-1}]$ and $\mathbb{Q}[\sqrt{-2}]$, it is shown that $y = a^2 + C$ for some $a$. Then the fundamental unit in the field $\mathbb{Q}[\sqrt{a^2 + C}]$ is expressed simply in terms of $a$. For other values of $C$, even if the first step can be followed, the second cannot, and a different method is required to complete the proof. Nagell [33] found such a method for $C = 8$, and proved that there are no solutions.

As the list of references shows, there are quite a few results for general $p$. Many of these are not so well known, perhaps because they are published in journals which are not so readily available. There are numerous cases of duplication of known results. Thus for example the case $C = 2$, first proved by Ljunggren [20], was duplicated by Nagell [31]. For $C = 3$, the result first proved by Nagell [29] was duplicated by Brown [4], and subsequently, I am ashamed to say, by Cohn [10]. The early papers mainly use ad hoc methods for the special values of $C$ considered. Ljunggren’s result in [19] is incomplete as he himself points out in [21]; in particular, the case $C = 25$ remained and remains unsolved. However, a series of papers by Korhonen [15, 16, 17] deals with numerous values, and the author wishes to thank Professor Schinzel for drawing his attention to them.

This note, which attempts to be self-contained, attempts to collect together some of the known results, and to prove some new ones using some new techniques. The examples in Section 4 are expository in nature, and it is not suggested that all the results are new; Section 5 contains all the results we have managed to prove for values of $C$ under 100, and gives complete solutions in 77 of these cases, of which more than half appear to be new. We have attempted to list the authors of previously known results, although in view of the duplication mentioned earlier inadvertent omission is quite possible.

The author wishes to thank the referee most sincerely for suggesting some improvements in the presentation of Section 2.

2. Preliminaries. The obvious starting point is to factorise the equation in the imaginary quadratic field in which $\sqrt{-C}$ lies, $(x + \sqrt{-C})(x - \sqrt{-C}) = y^p$, and then it is clear that if for integers $a$ and $b$,

$$(A) \quad \pm x + \sqrt{-C} = (a + b\sqrt{-C})^p$$

then indeed $x$ will be a solution with $y = a^2 + b^2 C$. It is not of course suggested that (A) is necessary for a solution; this would only be the case if

1. $C \not\equiv 3 \pmod{4}$;
2. a question of units did not arise;
3. the field had unique factorisation;
(4) $C$ were square-free; and
(5) the factors $\pm x + \sqrt{-C}$ had no common factor,
but what is true in any event is that (A) is a sufficient condition for a solution. Since this possibility must be considered for every $C$, we prove some results concerning it in the next section. Before doing so, however, we consider the above questions.

Firstly, if $C \equiv 3 \pmod{4}$, we obtain in addition to (A) the sufficient condition

\[(B) \quad \pm x + \sqrt{-C} = \left( \frac{1}{2}(A + B\sqrt{-C}) \right)^p, \quad A \equiv B \equiv 1 \pmod{2}\]

with $y = \frac{1}{4}(A^2 + B^2C)$. This can occur only if $p = 3$. For, equating imaginary parts in (B) yields

\[2p = B \sum_{r=0}^{(p-1)/2} \left( \frac{p}{2r+1} \right) A^{p-2r-1}(-B^2C)^r,\]

and so since $B$ is odd, $B = \pm 1$. Thus

\[\pm 2 \equiv \pm 2^p \equiv (C)^{(p-1)/2} \equiv (C \mid p) \equiv 0, \pm 1 \pmod{p},\]

which implies that $p = 3$, and then $\pm 8 = 3A^2 - C$. Thus we have

**Lemma 1. Case (B) occurs if and only if** $C = 3A^2 \pm 8$ **and gives only the solution** $p = 3, \quad x = A^3 \pm 3A$.

We next consider the question of units. If $p \neq 3$, the units in the field can be absorbed into the power in (A) whatever the value of $C$. Even if $p = 3$, this is still usually the case, since unless $C = 3d^2$ the only units are $\pm 1$ and possibly $\pm i$. However, if $C = 3d^2$, there are six units, $\pm 1, \pm \omega$ and $\pm \omega^2$. Apart from (A) or (B), this leads to

\[(C) \quad \pm x + d\sqrt{-3} = \omega\left( \frac{1}{2}(A + Bd\sqrt{-3}) \right)^3, \quad A \equiv B \pmod{2}.\]

**Lemma 2. Case (C) occurs if and only if** $C = 48D^6, \quad x = 4D^3, \quad p = 3$.

**Proof.** Equating imaginary parts gives $16d = A^3 - 9AB^2d^2 - 3A^2Bd + 3B^3d^3$ and so if $r = A - Bd$, then $16d = r^3 - 12rB^2d^2 - 8B^3d^3$, whence $r = 2s$ and so $2d = s^3 - 3sB^2d^2 - B^3d^3$. Since the right hand side is to be even, both $s$ and $Bd$ are even, and so the right hand side is actually divisible by 8. Then with $d = 4\delta, \quad s = 2\sigma$ we obtain $\delta = \sigma^3 - 12\sigma B^2\delta^2 - 8B^3\delta^3$, whence $\sigma^3 = \delta(1 + 12\sigma B^2\delta + 8B^3\delta^2)$, the factors on the right being coprime. Thus $\delta = D^3, \quad \sigma = D\tau, \quad$ and $\tau^3 = 1 + 12\tau B^2D^4 + 8B^3D^6$, whence $1 = \tau^3 - 3\tau^2 - \frac{9}{\tau} = \frac{3}{\tau} - 3\tau^2 - \frac{9}{\tau^2}$ with $\varrho = 2BD^2$. It is known [28, Chap. 23, Th. 8] that this equation has just the six solutions in integers, $(\tau, \varrho) = (-3, 2), (-1, 1), (1, 0), (0, -1), (1, -3)$ and $(2, 1)$. Since $\varrho = 2BD^2$ must be even and $\tau > 0$, it follows that the only possibility is $B = 0, \quad d = 4D^3, \quad A = 4D, \quad C = 48D^6$ and so $\pm x + 4D^3\sqrt{-3} = 8\omega D^3$, whence $x = 4D^3$, which concludes the proof.
If we were to allow $C < 0$, then the question of units would be very much more complicated, and this explains our restriction to $C > 0$.

The next question concerns the uniqueness of factorisation in the field. There are only nine imaginary quadratic fields in which this holds, so that it might be thought that our discussion was of limited application. This, however, is not the case. Consider the example $C = 6$; here the field $\mathbb{Q}[\sqrt{-6}]$ has class number $h = 2$. For any possible solution of the equation, $(x, 6) = 1$ and $p$ is odd. Then the principal ideal $\pi$ generated by $x + \sqrt{-6}$ and its conjugate $\pi'$ are coprime with product $|y|^p$. Thus for some ideal $\xi, \pi = \xi^p$, but the conclusion we desire, that $x + \sqrt{-6} = (a + b\sqrt{-6})^p$, does not follow immediately from this, since $\xi$ is not known to be principal. However, since $h = 2$, it follows that $\xi^2$ is principal and hence $(x + \sqrt{-6})^2$ must equal the $p$th power of an element in the field. Since $p$ is odd, it then follows that $x + \sqrt{-6}$ itself is such a power. It will then follow from Lemmas 4 and 5 below that the equation has no solutions at all if $C = 6$.

The same argument can be applied in other cases; what is important is not that $h = 1$, but that $p \nmid h$. This will hold for all odd primes if $h$ happens to be a power of 2. Even for other values of $h$, it will hold for all but finitely many primes, and only these have to be treated by other methods. Thus for example, for $C = 26, h = 6$, and so the above method applies unless $p = 3$, which must be considered separately.

Next, if $C$ is not square-free, say $C = cd^2$ where $c$ is square-free, then we obtain in addition to (A) also

\[(D) \quad \pm x + d\sqrt{-c} = (a + b\sqrt{-c})^p\]

and if $c \equiv 3 \pmod{4}$ also

\[(E) \quad \pm x + d\sqrt{-c} = \left(\frac{1}{2}(A + B\sqrt{-c})\right)^p, \quad A \equiv B \equiv 1 \pmod{2}.\]

Here we obtain from (D) equating imaginary parts

\[d = b \sum_{r=0}^{(p-1)/2} \binom{p}{2r+1} a^{p-2r-1} (-b^2 c)^r,\]

from which it follows that $b$ divides $d$, and then

\[d/b \equiv (-b^2 c)^{(p-1)/2} \equiv (-b^2 c \mid p) \equiv 0, 1 \text{ or } -1 \pmod{p}.\]

Here $b = \pm d$ leads back to (A) and otherwise $p$ is limited to a finite set for each such $b$, and there is then no difficulty is solving the resulting polynomial equations for $a$. Treatment of (E) is even simpler for we observe that $\left(\frac{1}{2}(A + B\sqrt{-c})\right)^p \in \mathbb{Z}[\sqrt{-c}]$ only if $c \equiv 3 \pmod{8}$ and $p = 3$ and then solutions arise only for $B \mid d$ and $8d/B = 3A^2 - B^2 c$ with $8x = |A^3 - 3AB^2 c|$.

The most serious difficulties arise from possible common factors, and here no method seems to be available. Thus for example if $C = 7, x$
The diophantine equation $x^2 + C = y^n$ is odd, the factors $\pm x + \sqrt{-7}$ are both divisible by $\frac{1}{2}(1 + \sqrt{-7})$ and by $\frac{1}{2}(1 - \sqrt{-7})$, which leads to great difficulties. The special case, $y = 2$, of the equation proposed by Ramanujan [34] was solved by Nagell [30] thirty five years later. It is now known as the Ramanujan–Nagell equation, and there is an excellent survey article [9] concerning it.

Possible common factors arise in one of two ways. As above, there are the prime factors of 2 in $\mathbb{Q}[\sqrt{-C}]$ if $C \equiv 7 \pmod{8}$. Secondly, if $C = cd^2$ say, where $c$ is square-free, then it sometimes happens that $x$ shares a factor with $d$ which splits into distinct primes in the field $\mathbb{Q}[\sqrt{-c}]$. Thus if $C = 25$, then if $5 \nmid x$ the methods outlined in Section 3 can be applied, but if $x = 5X$, $y = 5Y$ then $(X + i)(X - i) = 5^{p-2}Y^p$. Since $5 = (1 + 2i)(1 - 2i)$, this can occur; in fact, it does with $x = 10$. However, if no prime factor of $d$ splits in $\mathbb{Q}[\sqrt{-c}]$, this cannot happen; for example if $C = 9$ we cannot have $3 | x$ since otherwise $x = 3X, y = 3Y$, and $X^2 + 1$ would be divisible by 3. It is easily seen that if $q$ is a prime dividing $(x, C)$ and $q$ does not split in $\mathbb{Q}[\sqrt{-c}]$, then $p | \kappa$ where $q^\kappa$ is the highest power of $q$ dividing $C$; in particular, if $C$ is free of prime factors which split in $\mathbb{Q}[\sqrt{-c}]$ then $(x, C) = 1$.

Summarising the above, we obtain the following

**Theorem 1.** Let $C > 0, C = cd^2, c$ square-free, $c \not\equiv 7 \pmod{8}$. If $p$ is an odd prime and $x^2 + C = y^p$ for coprime positive integers $x, y$ then either

(a) there exist integers $a, b$ with $b | d$, $y = a^2 + b^2c$ and $\pm x + d\sqrt{-c} = (a + b\sqrt{-c})p$; or
(b) $c \equiv 3 \pmod{8}, p = 3$ and there exist odd integers $A, B$ with $B | d$, $y = \frac{1}{4}(A^2 + B^2c), \pm x + d\sqrt{-c} = \frac{1}{8}(A + B\sqrt{-c})^3$; or
(c) $p | h$, the class number of the field $\mathbb{Q}[\sqrt{-c}]$; or
(d) $C = 3A^2 \pm 8, p = 3, x = A^3 \pm 3A$; or
(e) $C = 48D^6, p = 3, x = 4D^3$.

3. **Treatment of (A).** From (A) equating imaginary parts gives

$$1 = b \sum_{r=0}^{(p-1)/2} \left( \frac{p}{2r + 1} \right) a^{p-2r-1}(-b^2C)^r$$

and so $b = \pm 1$. Thus

$$\pm 1 = \sum_{r=0}^{(p-1)/2} \left( \frac{p}{2r + 1} \right) a^{p-2r-1}(-C)^r$$

and it is from this that the remaining conclusions will follow. It is clear from (1) that $a$ and $C$ must have opposite parity, for if $a$ and $C$ were both even then the right hand side of (1) would be even, whereas if they were both
odd then we should obtain
\[ \pm 1 \equiv \sum_{r=0}^{(p-1)/2} \frac{p}{2r+1} = 2^{p-1} \equiv 0 \pmod{2}. \]

**Lemma 3.** Let \( q \) be any odd prime dividing \( a \), satisfying (1). Then \( C_q^{-1} \equiv 1 \pmod{q^2} \); unless \( p = q = 3 \), \( q^a \parallel a \) implies \( q^{2a} \parallel (C_q^{-1} - 1) \).

**Proof.** From (1) we see that \((-C)^{(p-1)/2} \equiv \pm 1 \pmod{q^2}\). If now \( q^2 \parallel (p - 1) \) with \( \gamma \geq 0 \), let \( p - 1 = Hq^\gamma \). Then every term except the last on the right of (1) is divisible by \( q^{\gamma+2} \), and so \( C_p^{-1} \equiv 1 \pmod{q^{\gamma+2}} \), whence \( C_H^{-1} \equiv 1 \pmod{q^2} \). But by Fermat’s theorem \( C_q^{-1} \equiv 1 \pmod{q} \) and thus if \( K = (H, q - 1) \) then \( C_K^{-1} \equiv 1 \pmod{q} \). But \( C_H^{-1} \equiv 1 \pmod{q^2} \) and since \( H \) is a multiple of \( K \), but not of \( q \), it follows that \( C_K^{-1} \equiv 1 \pmod{q^2} \). Since \( q - 1 \) is also a multiple of \( K \), \( C_q^{-1} \equiv 1 \pmod{q^2} \).

Finally, unless \( p = q = 3 \) we find if \( q^a \parallel a \) that \((-C)^{(p-1)/2} \equiv \pm 1 \) is divisible by \( q^{2a+\gamma} \) and by no higher power of \( q \), and then repeating the above argument yields \( q^{2a} \parallel (C_q^{-1} - 1) \) without difficulty.

**Lemma 4.** The minus sign in (1) can occur only if \( p \equiv 3 \pmod{4} \), and the following conditions are both satisfied:

1. either
   (a) \( C \equiv 1 \) or \( 13 \pmod{16} \), or
   (b) \( C \equiv 0 \pmod{8} \), and \( p \equiv 7 \pmod{8} \), or
   (c) \( C \equiv 4 \pmod{8} \), and \( p \equiv 3 \pmod{8} \);
2. either
   (a) \( C \equiv 1 \pmod{9} \), or
   (b) \( C \equiv 0 \pmod{3} \) and \( p \equiv 2 \pmod{3} \), or
   (c) \( C \equiv 4 \) or \( 7 \pmod{9} \), and \( p \equiv 3 \pmod{8} \).

**Proof.** If \( C \) is odd, then \( a \) is even, and \(-1 \equiv (-C)^{(p-1)/2} \pmod{a^2} \). So \( C \equiv 1 \pmod{4} \) and \( p \equiv 3 \pmod{4} \). If \( 4 \mid a \), then \( C \equiv 1 \pmod{16} \). If \( 2 \mid a \), then we find with \( p = 4k + 3 \) that \((p_2) \equiv 2k + 3 \pmod{8} \) and so \( C^{2k+1} \equiv 1 + 4(2k + 3) \pmod{16} \), whence \( C \equiv 13 \pmod{16} \).

If \( C \) is even then \( a \) is odd. If \( 8 \mid C \) then \( p \equiv 7 \pmod{8} \); if \( 2^2 \parallel C \) then \( p \equiv 3 \pmod{4} \) and so \((p_3) \) is odd, whence \(-1 \equiv p + 4 \pmod{8} \), i.e. \( p \equiv 3 \pmod{8} \). Finally, \( 2 \parallel C \) would imply \(-1 \equiv p + 2(p_3) \pmod{4} \) or \( p + 1 \equiv p(p - 1)(p - 2) \pmod{4} \), which is impossible.

Next if \( 3 \mid a \) then \(-1 \equiv (-C)^{(p-1)/2} \pmod{9} \), and so \( C \equiv 1 \pmod{3} \) since \( p \equiv 3 \pmod{4} \). Then by Lemma 3, \( C \equiv 1 \pmod{9} \).
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If $3 | a$ then $a^2 \equiv 1 \pmod{3}$ and $C \equiv -1 \pmod{3}$ is impossible since it would imply

$$-1 \equiv \sum_{r=0}^{(p-1)/2} \binom{p}{2r+1} = 2^{p-1} \pmod{3};$$

$C \equiv 0 \pmod{3}$ yields $-1 \equiv pa^{p-1} \equiv p \pmod{3}$ and $C \equiv 1 \pmod{3}$ gives $-1 \equiv \{(1+i)^p - (1-i)^p\}/(2i) \pmod{3}$, which implies $p \equiv 3$ or $5 \pmod{8}$, the latter of which we have already seen to be impossible. This concludes the proof.

**Lemma 5.** The plus sign in (1) can occur only if the following conditions are both satisfied:

1. either
   - (a) $C \equiv 3 \pmod{4}$, or
   - (b) $C \equiv 1 \pmod{4}$, $2^{2\gamma} \|(C-1)$ and $p \equiv 1 \pmod{4}$, or
   - (c) $C \equiv 2 \pmod{8}$, and $p \equiv 3 \pmod{8}$, or
   - (d) $C \equiv 6 \pmod{8}$, and $p \equiv 7 \pmod{8}$;

2. either
   - (a) $C \equiv 2 \pmod{3}$, or
   - (b) $C \equiv 4$ or $7 \pmod{9}$, and $p \equiv 1$ or $7 \pmod{8}$, or
   - (c) $C \equiv 1 \pmod{9}$, and $p \not\equiv 3 \pmod{8}$, or
   - (d) $C \equiv 21 \pmod{27}$, and $p \equiv 1 \pmod{3}$.

**Proof.** If $4 | C$ then $a$ is odd and $1 \equiv pa^{p-1} \equiv p \pmod{4}$. Let $2^\gamma \|(p-1)$. Then

$$1 = pa^{p-1} - \binom{p}{3} C a^{p-3} + \binom{p}{5} C^2 a^{p-5} + \ldots \equiv pa^{p-1} \pmod{2^{\gamma+1}}.$$

But now $1 \equiv (p-1)a^{p-1} + a^{p-1} \pmod{2^{\gamma+1}}$, and so $2^\gamma \|(a^{p-1} - 1)$, while since $2^{\gamma+2} | (a^{p-1} - 1)$, $2^{\gamma+2} | (a^{p-1} - 1)$, which is impossible.

If $2 \| C$, then $a$ is odd, and so

$$1 \equiv p - C \binom{p}{3} + 4 \binom{p}{5} \pmod{8}.$$

If $C \equiv 2 \pmod{8}$ this gives

$$0 \equiv (p-1)\{1 - (p^2 - 2p)/3 + (p^2 - 2p)(p^2 - 7p + 12)/30\} \pmod{8}$$

$$\equiv (p-1)\{1 + 1 - 2p + (1 - 2p)(p-3)/30\} \pmod{8}$$

$$\equiv (p-1)(p-3)(1 - 2p)/30 \pmod{8}$$
and so \( p \equiv 1 \) or 3 (mod 8). In exactly the same way we find that if \( C \equiv 6 \) (mod 8), then \( p \equiv 1 \) or 7 (mod 8). However, in either case we now show that \( p \equiv 1 \) (mod 8) is impossible. For if \( 2^\varrho \|(p - 1) \) with \( \varrho \geq 3 \) then \( 2^\varrho \| C a^{p - 3}(\frac{p}{3}) \) and \( 2^\varrho \| C^2 a^{p - 3}(\frac{p}{3}) \) whereas \( 2^\varrho + 1 \) divides all subsequent terms. Thus again

\[
1 \equiv p a^{p - 1} \equiv (p - 1) a^{p - 1} + a^{p - 1} \pmod{2^\varrho + 1},
\]

which is impossible as before.

If \( C \equiv 1 \) (mod 4) then \( a \) is even, and \( 1 \equiv (C)_{(p - 1)/2} \pmod{4} \) yields \( p \equiv 1 \) (mod 4). Suppose that \( 2^\varrho \|(p - 1) \) where \( \varrho \geq 2 \), that \( 2^\alpha \| a \) with \( \alpha > 0 \) and that \( C = 1 + k \cdot 2^{2\gamma + 3} \) where \( k \) is odd and \( \gamma \geq 0 \). Then (1) would give

\[
1 - (C)_{(p - 1)/2} = (C)_{(p - 3)/2} \frac{p}{2} a^2 + \ldots
\]

and here the left is divisible by precisely \( 2^{\varrho + 2\gamma + 2} \) whereas the right is divisible by precisely \( 2^{\varrho + 2a - 1} \), which is clearly impossible.

Next consider the equation modulo powers of 3. If \( 3 \mid a \) then by Lemma 3, \( C^2 \equiv 1 \pmod{9} \); if here \( C \equiv 1 \pmod{9} \), we see from (1) that \( (p - 1)/2 \) must be even, i.e. \( p \equiv 1 \) or 5 (mod 8). Otherwise \( 3 \nmid a \) and \( 1 \equiv \sum_{r=0}^{(p-1)/2} \binom{p}{2r+1} (-1)^r (C)^r (\pmod{3}) \). If \( C \equiv 1 \pmod{3} \), then \( 1 \equiv (1 + i)^p - (1 - i)^p \cdot (2i) \pmod{3} \) whence \( p \equiv 1 \) (mod 8).

Finally, if \( 3 \nmid C \), then \( 3 \nmid a \) and so \( 1 \equiv p a^{p - 1} \pmod{3} \). Thus \( p \equiv 1 \pmod{3} \), and so \( a^{p - 1} \equiv 1 \pmod{9} \). Then \( 9 \mid C \) is impossible, since it would imply \( p \equiv 1 \pmod{9} \), and then if \( 3^\varrho \|(p - 1) \) that \( 1 \equiv p a^{p - 1} \equiv (p - 1) a^{p - 1} + a^{p - 1} \pmod{3^\varrho + 1} \), whence \( 3^\varrho \| (a^{p - 1} - 1) \), which is impossible. Next if \( C \equiv 6 \pmod{9} \), then \( p \equiv -6(\frac{p}{3}) \pmod{9} \). Thus 9 divides \( (p - 1)(1 - p(p - 2)) = (p - 1)(2 - (p - 1)^2) \), and so \( p \equiv 1 \pmod{9} \). Let \( p - 1 = 3^\varrho \lambda \), where \( 3 \nmid \lambda \). Then \( C(\frac{p}{3}) \equiv -3^\varrho \lambda \equiv 1 - p \pmod{3^\varrho + 1} \) and so (1) yields

\[
1 \equiv p a^{p - 1} + p - 1 \equiv (p - 1)(a^{p - 1} + 1) + a^{p - 1} \pmod{3^\varrho + 1},
\]

which is impossible as before. The last case is \( C \equiv 3 \pmod{9} \); suppose here that \( 3^\varrho \|(p - 1) \). Then we use an identity proved in [10],

\[
\sum_{r=0}^{(p-1)/2} \binom{p}{2r+1} a^{p - 2r - 1} (-3)^r = 2^{p - 1} + \sum_{r=2}^{(p-1)/2} A_r (a^2 - 1)^r
\]

where for each \( r, A_r \) is divisible by \( 3^{\varrho + 2 - r} \). Inserting this into (1) we obtain

\[
2^{p - 1} - 1 \equiv \sum_{r=0}^{(p-1)/2} \binom{p}{2r+1} a^{p - 2r - 1} (-1)^r - 1 \{C^r - 3^r \} \pmod{3^{\varrho + 2}}.
\]

On the right hand side of this congruence, the term with \( r = 0 \) disappears and so \( 2^{p - 1} - 1 \equiv (\frac{p}{3}) a^{p - 3}(C - 3) \pmod{3^{\varrho + 2}} \), since as is easily seen, all the terms with \( r \geq 2 \) are divisible by \( 3^{\varrho + 2} \). Now let \( p - 1 = 2k \cdot 3^\varrho \) where \( 3 \nmid k \). Then \( (\frac{p}{3}) \equiv -k \cdot 3^{\varrho - 1} \pmod{3^\varrho} \), \( (C - 3) \) is divisible by 9, \( a^{p - 3} \equiv 1 \pmod{3} \) and \( 2^{p - 1} = (1 + 3)^{k-3^\varrho} \equiv 1 + k \cdot 3^{\varrho + 1} \pmod{3^{\varrho + 2}} \). Substituting these yields
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\[ k \cdot 3^{e+1} \equiv -k \cdot 3^{e-1}(C - 3) \pmod{3^{e+2}} \] whence cancelling \( k \cdot 3^{e-1} \) yields \( C \equiv 21 \pmod{27} \) as required, concluding the proof.

**Lemma 6.** Let \( P \) denote any odd prime dividing \( C \). Then the plus sign in (1) implies \( p^{a-1} \equiv 1 \pmod{P} \), \( (p \mid P) = 1 \) and if \( P \neq 3 \) then \( p \not\equiv 1 \) \( \pmod{P} \), whereas the minus sign implies \( p^{a-1} \equiv -1 \pmod{P} \), \( (-p \mid P) = 1 \), and \( p \not\equiv 1 \) \( \pmod{P} \).

**Proof.** We have \( \pm 1 \equiv pa^{p-1} \pmod{P} \). Then the upper sign gives \( (p \mid P) = 1 \). Also if \( P > 3 \) and \( p \equiv 1 \pmod{P} \), suppose that \( P \mid (p-1) \); then \( P \) divides \( \binom{p}{3} \). Thus \( 1 \equiv pa^{p-1} \equiv (p-1)a^{p-1} + a^{p-1} \pmod{P^{e+1}} \) and so \( P \mid (a^{p-1} - 1) \). But this is impossible since as is easily seen if \( a^{p-1} - 1 \) is divisible by \( P \) at all, it is divisible by \( P^{e+1} \).

The lower sign gives \( (-p \mid P) = 1 \). The last part follows as above, except that the condition \( P > 3 \) can be eliminated in view of Lemma 4.

**Lemma 7.** In (1), \( p = 3 \) if and only if \( C = 3a^2 \mp 1 \), \( x = 8a^3 \mp 3a \), \( p = 5 \) if and only if \( C = 19 \), \( x = 22, 434 \) or \( C = 341 \) and \( x = 2, 759, 646 \) and \( p = 7 \) does not occur.

**Proof.** If \( p = 3 \) then \( \pm 1 = 3a^2 - C \), yielding \( C = 3a^2 \mp 1 \), \( y = 4a^2 \mp 1 \) and then \( x = 8a^3 \mp 3a \).

The result for \( p = 5 \) is due to Wren [37], but a very simple proof is available. From (1) we obtain \( (C - 5a^2)^2 = 20a^4 \pm 1 \). The lower sign is impossible, and it is shown in [13] that the upper sign occurs only for \( a = 6 \), yielding the result.

The result for \( p = 7 \) is due to Blass and Steiner [3].

Although the results proved to date are useful, only occasionally, e.g. if \( C = 6 \), do they suffice to dismiss both cases of (1). We now consider how we might treat other cases. As will be seen, a fair amount of computation is often involved, and there seems no a priori guarantee of success in any particular example. Nevertheless, the technique does seem to work with sufficient perseverance.

Define for integers \( a \) and \( m \geq 0 \) the integer function

\[ f_m(a) = \frac{(a + \sqrt{-C})^m - (a - \sqrt{-C})^m}{2\sqrt{-C}}. \]

Then (1) takes the form \( f_p(a) = \pm 1 \). We consider one odd prime \( q \) not dividing \( C \) at a time, and shall attempt to locate any possible solutions or to prove that there are none, by showing (2) to be impossible modulo \( q \) for some values of \( p \) not already excluded by one of the lemmas above. We first observe that as a function of \( m \), the sequence \( \{f_m(a)\} \) is periodic modulo \( q \), the period being a factor of \( Q \) where \( Q = q - 1 \) or \( q^2 - 1 \) according as
\[ (-C \mid q) = 1 \text{ or } -1. \]

For,
\[ (a + \sqrt{-C})^q \equiv a^q + (-C)^{(q-1)/2}\sqrt{-C} \equiv a + (-C \mid q)\sqrt{-C} \pmod{q}, \]
and similarly for the complex conjugate; if \((-C \mid q) = -1\) then repeating the process gives
\[ (a + \sqrt{-C})^q \equiv (a - \sqrt{-C})^q \equiv (a + \sqrt{-C}) \pmod{q}, \]
and so \(f_{m+Q}(a) \equiv f_m(a) \pmod{q}\) in either case.

From (2) we see that
\[ f_0(a) = 0, \quad f_1(a) = 1 \quad \text{and for } m \geq 0, \]
\[ f_{m+2}(a) = 2af_{m+1}(a) - (a^2 + C)f_m(a) \]
and so as a function of \(a\), \(f_m(a)\) is a polynomial and contains only even powers of \(a\) if \(m\) is odd. Thus to solve \(f_p(a) \equiv \pm 1 \pmod{q}\) it suffices to consider only \(p \equiv m \pmod{Q}\) with \(1 \leq m \leq Q - 1\) and values of \(a\) satisfying \(0 \leq a < q/2\). Using Lemma 3, the value \(a = 0\) can be excluded, provided we check that \(q^2 \mid (Cq-1)\). It is a routine computation to check that this does not occur for any of the primes \(q\) we wish to use. Of course, this condition is occasionally violated, and in such cases we have to select other primes \(q\).

The procedure therefore is as follows. For a given \(C\), we select some odd primes \(q \not| C\) such that Lemma 3 ensures that \(q \not| a\). For each one of these, we calculate the residue of \(f_m(a)\) modulo \(q\) using (3) for each \(a\) in the range \(1 \leq a < q/2\) and each odd \(m\) in the range \(1 \leq m \leq Q - 1\). In this way, we compile a list of all those \(m\) in the range for which the congruence can hold for any \(a\), and so prove a result which forces \(p\) to belong to one of a set of residue classes modulo \(Q\). From this list we may delete any possible residue which would prevent \(p\) being a prime; thus the value 15 can be removed from the list if \(Q = 66\). All this is easily automated. The object of the exercise is to find sufficiently many such congruence conditions, together with any information available from Lemmas 4 or 5 to complete a proof. It may appear surprising that this should ever work, but it often does.

In the case of the plus sign in (1), it might be objected that the above method can never succeed, for since \(f_1(a) = 1\), it follows that the possibility \(p \equiv 1 \pmod{Q}\) can never be excluded by the reasoning of the previous paragraph, and accordingly, unless \(p \equiv 1 \pmod{4}\) be excluded by Lemma 5, no matter for how many different primes \(q\) the method be repeated, all that will be achieved will be to show that \(p - 1\) must have a very large number of different factors. However, if \(C\) has any prime factor \(P \geq 5\), then choosing some suitable \(q\) with \(P\) dividing \(Q\), there remains the prospect of proving that \(p \equiv 1 \pmod{P}\), and this is excluded by Lemma 6. This can sometimes be done directly; sometimes, for example if \(C = 21\), the plus sign can be eliminated by proving that \(p - 1\) is divisible by \(P - 1\), where \(P\) is a prime exceeding 3 which divides \(C\) and the conclusion then follows by Lemma 6; occasionally, for example if \(C = 17\), a combination of these two ideas is
required. A few examples may make all this much clearer. The plus sign in cases in which $C$ has only prime factors 2 or 3 does not arise in view of Lemma 5.

4. Some examples

Result 1. There are no solutions when $C = 6$.

For, in this case there are no solutions with $n$ even, since 6 is not the difference of two squares. So $n = p$, and $(x, 6) = 1$. The principal ideals generated by $\pm x + \sqrt{-6}$ are coprime, and since the class number of the field is 2, it follows that we need only consider (A). But now by Lemmas 4 and 5, both signs are impossible.

Result 2. There are no solutions when $C = 5$.

Again, we see without difficulty that we cannot have $n$ even, and as again $h = 2$, we obtain only (A). This time the minus sign in (1) is again excluded by Lemma 4, but with the plus sign, the only information provided by Lemma 5 is $p \equiv 1 \pmod{4}$. Then by Lemma 6, $(p \mid 5) = 1, p \not\equiv 1 \pmod{5}$ gives $p \equiv 4 \pmod{5}$ and combining these yields $p \equiv 9 \pmod{20}$.

Now consider $q = 61$ and 601 in turn, for each of which it is easily seen that $5^{q-1} \not\equiv 1 \pmod{q^2}$, for $5^{60} \equiv 1 + 38 \cdot 61 \pmod{61^2}$ and $5^{600} \equiv 1 + 405 \cdot 601 \pmod{601^2}$. Since $(-5 \mid 61) = 1$ we obtain $Q = 60$ and find only $p \equiv 49 \pmod{60}$, and in particular $p \equiv 1 \pmod{3}$. Then with $q = 601$, we obtain $Q = 600$ and we find that modulo $Q$ all the possible residues have $p \equiv 2 \pmod{3}$ which is impossible.

Result 3. When $C = 11$, the only solutions are $x = 4$ or 58.

Again, $n$ cannot be even. Here $h = 1$, and we obtain case (A) or case (B), the latter of which gives just $x = 4$, by Lemma 1. By Lemma 4, the minus sign does not occur, but Lemma 5 gives no information about (1) with the plus sign. By Lemma 7, when $p = 3$ we get just one more solution $x = 58$, and so we may assume that $p \geq 5$. By Lemma 3, we then find that none of the primes $q = 23, 67, 89$ or 397 divides $a$, since a calculation reveals the residues of $11^{q-1}$ modulo $q^2$ to be respectively $1 + 7q, 1 + 43q, 1 + 72q$ and $1 + 82q$. We then apply the procedure outlined above, and obtain from $q = 23, p \equiv 3$ or 15 (mod 22). Using this with results from $q = 67$ then gives $p \equiv 25$ or 37 (mod 66), since we can now reject $p \equiv 3$ (mod 66). Similarly, from $q = 89$ we obtain $p \equiv 3, 15, 47$ or 59 (mod 88), and so certainly $p \equiv 3$ (mod 4). But the result from $q = 397$ taken together with the one modulo 66 then gives $p \equiv 37$ or 289 (mod 396) each of which implies $p \equiv 1$ (mod 4), and so there is no further solution.

It may be observed that this result generalizes [8] which proves that $x = 4$ is the sole solution of $x^2 + 11 = 3^n$. 

The diophantine equation $x^2 + C = y^n$
**Result 4.** There are no solutions when \( C = 21 \).

Here if \( n \) were even, \( y^{n/2} = (21 + 1)/2 \) or \((7 + 3)/2\) neither of which gives a solution. Thus assume \( n = p \). Since \( h = 4 \), we need only consider case (A). Then the minus sign is impossible by Lemma 4, and for the plus sign Lemma 5 yields both \( p \equiv 1 \) (mod 4) and \( p \equiv 1 \) (mod 3). Thus \( p \equiv 1 \) (mod 6), and this is impossible by Lemma 6 with \( P = 7 \).

**Result 5.** When \( C = 17 \), the only solution is \( x = 8 \).

Here we find for \( n \) even \( y^{n/2} = 9 \), yielding the solution \( x = 8 \). For \( n \) odd we need only consider (A) since \( h = 4 \), and exclude the minus sign by Lemma 4. By Lemma 5, the plus sign would imply \( p \equiv 1 \) (mod 4), and then by Lemma 6, \( p \) must be a quartic residue, but not \( \equiv 1 \) (mod 17). Thus \( p \equiv -1, 4, \) or \(-4\) (mod 17).

Now with \( q = 7, 137 \) and 409 we obtain respectively \( Q = 6 \), 136 and 408 and in each case \( q \divides a \) by Lemma 3. Then we obtain \( p \equiv 1 \) (mod 6) from \( q = 7 \), and \( p \equiv 101 \) (mod 136) using \( p \equiv -1, 4 \) or \(-4 \) (mod 17) from \( q = 137 \). Finally, using \( q = 409 \) and all the above congruences, we find no possible residue modulo 408.

**Result 6.** When \( C = 40 \), the only solution is \( x = 52 \).

Here we find no solution for \( n \) even. Suppose first that \( x \) is odd. Then since \( h = 2 \), we have \( \pm x + 2\sqrt{-10} = (a + b\sqrt{-10})^p \), as in (D), where \( a \) must be odd. But now

\[
2 = b \sum_{r=0}^{(p-1)/2} \binom{p}{2r+1} a^{p-2r-1} (-10b^2)^r
\]

and since the second factor is odd, \( b = \pm 2 \). Thus we arrive at (1), and now both signs can be eliminated by Lemmas 4 and 5. It follows therefore that \( x \) must be even. Then \( 2 \divides x \) is impossible since it would imply \( 2^2 \divides y^p \) and if \( 4 \divides x \) then \( 2^3 \divides y^p \), whence \( p = 3 \). We then obtain only \( x = 52 \) as in [33].

### 5. Statement of results

We have considered in detail all values of \( C \leq 100 \), and have completed the solution for 77 of these values, quoting the known results for \( p = 3 \) [7] in a few cases, as follows:

There are no solutions at all for 46 values of \( C \), viz.: 1, 3, 5, 6, 8, 9, 10, 14, 21, 22, 24, 27, 29, 30, 33, 34, 36, 37, 38, 41, 42, 43, 46, 50, 51, 52, 57, 58, 59, 62, 66, 68, 69, 70, 73, 75, 78, 82, 84, 85, 88, 90, 91, 93, 94, and 98.
The diophantine equation $x^2 + C = y^n$

For the following 31 values of $C$, the only solutions for $x$ are:

<table>
<thead>
<tr>
<th>$C$</th>
<th>$x$</th>
<th>$C$</th>
<th>$x$</th>
<th>$C$</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5</td>
<td>20</td>
<td>14</td>
<td>53</td>
<td>26, 156</td>
</tr>
<tr>
<td>4</td>
<td>2, 11</td>
<td>26</td>
<td>1</td>
<td>207</td>
<td>54</td>
</tr>
<tr>
<td>11</td>
<td>4, 58</td>
<td>32</td>
<td>7, 88</td>
<td>56</td>
<td>5, 76</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>35</td>
<td>36</td>
<td>61</td>
<td>8, 83</td>
</tr>
<tr>
<td>13</td>
<td>70</td>
<td>40</td>
<td>52</td>
<td>64</td>
<td>8, 89</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>44</td>
<td>9</td>
<td>65</td>
<td>4, 96</td>
</tr>
<tr>
<td>17</td>
<td>8</td>
<td>48</td>
<td>4, 148</td>
<td>67</td>
<td>110, 97</td>
</tr>
<tr>
<td>19</td>
<td>18, 22434</td>
<td>49</td>
<td>24, 524</td>
<td>76</td>
<td>7, 1015</td>
</tr>
</tbody>
</table>

Two values $C = 74$ and 86 for which the class number is divisible by 5 may have other solutions with $p = 5$ but none with $p \neq 5$, apart from the known solutions $x = 13, 985$ when $C = 74$.

The remaining 21 cases seem to be very difficult indeed because the ideals $\pi = [x + \sqrt{-C}]$ and $\pi'$ can have common factors; these values are the twelve for which $C \equiv 7 \pmod{8}$ and nine others, viz., 18, 25, 28, 45, 60, 72, 92, 99 and 100. In some cases there are partial results which avoid the difficulties, e.g. that there are no solutions with $x$ even if $C = 7$, nor with $x$ odd if $C = 28$.

As mentioned in Section 1, by no means all of the above results are new. We are aware of previous results, explicit or implicit, for each of the following 33 values of $C$ for which a complete solution, in some cases in conjunction with [7], has been obtained previously, although in the case of $C = 40$, the solution $x = 52$ is inadvertently omitted. We hope that the list is complete and that in each case the reference is to the first such solution:

<table>
<thead>
<tr>
<th>$C$</th>
<th>$x$</th>
<th>$C$</th>
<th>$x$</th>
<th>$C$</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>[29]</td>
<td>20</td>
<td>[1]</td>
<td>58</td>
<td>[16]</td>
</tr>
<tr>
<td>8</td>
<td>[33]</td>
<td>34</td>
<td>[16]</td>
<td>82</td>
<td>[16]</td>
</tr>
</tbody>
</table>
6. Conclusion. As indicated, there are a number of open questions, principally that of dealing with the difficult cases, exemplified by \( C = 7 \). The author would like to throw out a challenge to prove the

**Conjecture.** The equation \( x^2 + 7 = y^n \) has only the solutions given by \( x = 1, 3, 5, 11 \) and 181.

or, if it be false, to solve it completely. What is known about this equation is that there are no other solutions if \( y \) is odd [25], nor if \( n \) is even nor if \( 3 \mid n \) [24] nor if \( y \) is a power of 2 [30].

Secondly, it would be of interest to complete the solution for the values 74 and 86. These may be considerably less difficult questions.

Finally, Lemma 7 leads to a rather peculiar result, capable of various extensions, but which we state in its simplest form as

**Theorem 2.** For any positive integers \( A, B \) with \( A \) odd, with \( C = A^7 - B^2 \) positive and square-free, the class number of the imaginary quadratic field \( \mathbb{Q}[\sqrt{-C}] \) is divisible by 7.

A similar result applies with 7 replaced by 5 throughout with two exceptions \( C = 19 \) and 341, and with 7 replaced by 3 if we exclude the cases in which \( C \pm 1 \) or \( C \pm 8 \) is of the form \( 3a^2 \).
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