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1. Introduction. For any fixed natural number \( a \geq 2 \), it is well known that a rational prime \( p \) with \( (a, p) = 1 \) satisfies the relation \( a^{p-1} \equiv 1 \pmod{p} \), (Fermat’s little theorem). But only little is known about the distribution of primes \( p \) which satisfy
\[ a^{p-1} \equiv 1 \pmod{p^2}. \]

To investigate these primes is an interesting problem not only from the viewpoint of distribution of primes but also in relation to Fermat’s last theorem. We know that (see, for example [4]):

**Theorem A.** Let \( p \) be an odd prime number. If (1) fails to hold for at least one prime value of \( a \leq 89 \), then Fermat’s last theorem Case I is true for this prime \( p \), that is
\[ x^p + y^p = z^p, \quad (xyz, p) = 1, \]
has no non-trivial integral solution.

Let \( a, b \) denote distinct natural integers. We set
\[ L_a(x) = \{ p; \ p \text{ is an odd prime } \leq x, \ a^{p-1} \equiv 1 \pmod{p^2} \}, \]
\[ L_{a,b}(x) = L_a(x) \cap L_b(x). \]

Some numerical results (see, e.g., [1]) show that these sets are very thin:
\[ L_2(3 \times 10^8) = \{1093, 3511\}, \quad L_2(2^{30}) = \{11, 1006003\}, \]
\[ L_{12}(2^{28}) = \{2693, 123653\}, \quad \text{etc.} \]

Moreover, numerical evidence (see [1]) seems to show that there is no big difference according to whether \( a \) is prime or not. To some extent, this justifies the approach of considering the average and normal behaviour of \( |L_a(x)| \). We already proved in [3] the following theorem which means, roughly speaking, that \( |L_a(x)| \) can be normally approximated by \( \log \log x \).

For an arbitrary positive valued function \( f(x) \), we denote by \( \theta(f(x)) \) a function of \( x \) with absolute value \( \leq f(x) \).
THEOREM 1. Let \( \delta \) be an arbitrary fixed real number satisfying \( 1/2 < \delta < 1 \), \( y = y(x) \) be any function of \( x \) with \( y(x) \geq x^4 \). We have

\[
|L_a(x)| = \log x + o((\log \log x)^{\delta}) + O(1)
\]

for all \( a \) such that \( 2 \leq a \leq y \) with at most \( 2y(\log \log x)^{1-2\delta} \) exceptions for \( a \).

The above-cited Theorem A states that Fermat’s last theorem Case I is true outside the intersection of several \( L_a(x) \)'s, so it is reasonable to consider the behaviour of \( L_{a,b}(x) \). Since we are motivated by Theorem A, we now have to limit \( a \) and \( b \) to be prime numbers. We obtain the following average type result:

THEOREM 2. Let \( y(x) \) be any function of \( x \) with the property that

\[
x^{3/2} \sqrt{\log x} = o(y(x)).
\]

Set

\[
\mathfrak{U}(x) = \{(a, b); 2 \leq a < b \leq y(x), a \text{ and } b \text{ are primes}\},
\]

\[
\mathfrak{F}_a(x) = \{(a, b) \in \mathfrak{U}(x); |L_{a,b}(x)| = 0\}.
\]

Then we have

\[
\lim_{x \to \infty} \frac{|\mathfrak{F}_a(x)|}{|\mathfrak{U}(x)|} = \frac{8}{\pi^2}.
\]

For given \( a \), the probability that \( p \) satisfies \( a^{p-1} \equiv 1 \pmod{p^2} \) is roughly \( (p-1)/p^2 \). It is hence expected that

\[
|L_{a,b}(x)| \sim \sum_{3 \leq p \leq x} \frac{(p-1)/p^2}{p^2} = \log x + O(1),
\]

and this is well-matched with our Theorem 1. Similarly, given two distinct primes \( a \) and \( b \), the probability that \( p \) satisfies \( a^{p-1} \equiv b^{p-1} \equiv 1 \pmod{p^2} \) is roughly \( p^{-2} \). So, for given \( a, b \), it is expected that

\[
|L_{a,b}(x)| \sim \sum_{3 \leq p \leq x} p^{-2} \approx 0.199 \ldots = 1 - 0.800\ldots
\]

Since \( 8/\pi^2 \approx 0.81057 \), there is a little difference with (2). We can interpret this as follows: 8/\pi^2 of the elements of \( \mathfrak{U}(x) \) satisfy the condition \( |L_{a,b}(x)| = 0 \), a certain density \( D_a \) of elements of \( \mathfrak{U}(x) \) satisfy \( |L_{a,b}(x)| = 1 \), a certain density \( D_2 \) of elements of \( \mathfrak{U}(x) \) satisfy \( |L_{a,b}(x)| = 2 \), etc., and the average of all these quantities is equal to \( \sum_{p \text{ odd prime}} p^{-2} \). Actually, we can prove the following result.

THEOREM 3. Under the notations of Theorem 2, we define for any \( i \in \mathbb{N} \),

\[
\mathfrak{F}_i(x) = \{(a, b) \in \mathfrak{U}(x); |L_{a,b}(x)| = i\}.
\]

(i) The natural density \( D_i = \lim_{x \to \infty} |\mathfrak{F}_i(x)|/|\mathfrak{U}(x)| \) exists for any \( i \), and is given by

\[
D_i = \frac{8}{\pi^2} \sum_{p \text{ prime}} \left( \prod_{p \mid x} \frac{1}{p^{i-1}} \right).
\]

(ii) \( D_i \) satisfies the relations:

\[
\sum_{i=0}^{\infty} D_i = 1,
\]

\[
\sum_{i=0}^{\infty} iD_i = \sum_{p \text{ odd prime}} p^{-2}.
\]

Let \( \phi(x) \) be a function with \( \lim_{x \to \infty} \phi(x) = \infty \). Then the formula (i) says that

\[
|L_{a,b}(x)| \leq \phi(x) \quad \text{for all} \quad (a, b) \in \mathfrak{U}(x) \quad \text{with at most}
\]

\[
o(\pi(y(x)))^2 \quad \text{exceptions},
\]

and the formula (ii) says that

\[
\sum_{i=0}^{\infty} iD_i = \sum_{p \text{ odd prime}} p^{-2} - 0.199\ldots \quad \text{as} \quad x \to \infty.
\]

Therefore our Theorems 2 and 3 are also well-matched with the probabilistic observation (2).

It is worth noting that the power series formed with the sequence \( \{D_i\}_{i=0}^{\infty} \) has the following Euler product:

\[
\sum_{i=0}^{\infty} D_i u^i = \prod_{p \text{ prime}} \left( 1 + \frac{u}{p^2} \right) = \frac{8}{\pi^2} \prod_{p \text{ prime}} \left( 1 + \frac{u}{p^2} \right).
\]

Our assertion (3) follows immediately from (4). At the same time we can obtain a quantitative estimate:

\[
|\{(a, b) \in \mathfrak{U}(x); |L_{a,b}(x)| > \phi(x)\}| = O\left( |\mathfrak{U}(x)| \phi(x)^{-1} \right).
\]

Nevertheless, this estimate may be improved noticeably by making use of analytic properties of the function defined in (5)—at least when \( \phi(x) \) tends to infinity suitably slowly.

The quality of the information contained in Theorems 2 and 3 is better for the smaller choice of \( y(x) \); it hence looks interesting to extend the range of the validity of \( y(x) \) in these results. But this might be very difficult, since it is closely connected with the problem of the distribution, for given prime \( p \), of those residue classes \( f_i \pmod{p^2} \) which satisfy \( f_i^{p-1} \equiv 1 \pmod{p^2} \).

We give the proofs of Theorems 2 and 3 in the next section.

At the end of this section we want to add two theorems which are related to the same subject. The proofs proceed along the same lines, and we omit them here.

THEOREM 4. Let \( y(x) \) be any function of \( x \) with the property that

\[
x^2 = o(y(x)).
\]

We put

\[
\sum_{i=0}^{\infty} iD_i = \sum_{p \text{ odd prime}} p^{-2}.
\]
Now we give the proof of Theorem 2. We define
\[
W(a, p) = \begin{cases} 
1 & \text{if } a \text{ and } p \text{ satisfy the relation (1),} \\
0 & \text{if not,} 
\end{cases}
\]
and start from the formula
\[
|L_{a,b}(x)| = \sum_{3 \leq p \leq x} W(a, p)W(b, p) = \left( \sum_{3 \leq p \leq x} \sum_{r \leq p \leq x} W(a, p)W(b, p) \right)
= T_{a,b}^{(1)} + T_{a,b}^{(2)},
\]
say.

First we consider the second term. Let \( p \) be a fixed odd prime number; we can easily verify the following facts:

7. Among the \( p(p-1) \) invertible residue classes modulo \( p^2 \), there exist just \( p-1 \) residue classes \( f_i \) (mod \( p^2 \)), \( i = 1, 2, \ldots, p-1 \), which satisfy \( f_i^{p-1} \equiv 1 \) (mod \( p^2 \)).

8. A prime number \( a \) satisfies the relation \( a^{p-1} \equiv 1 \) (mod \( p^2 \)), if, and only if, \( a \equiv f_i \) (mod \( p^2 \)) for some \( i = 1, 2, \ldots, p-1 \).

Therefore, for a fixed prime \( p \) and for a real number \( y = y(x) \), we have
\[
\sum_{a \equiv f_i \text{ (mod } p^2 \text{)}} W(a, p) = \sum_{i=1}^{p-1} \pi(y; p^2, f_i).
\]

Now we consider the sum \( \sum_{a \equiv f_i \text{ (mod } p^2 \text{)}} \sum_{y \leq a \leq x} T_{a,b}^{(2)} \). The formulas (6) and (9) yield
\[
\sum_{y \leq x} \sum_{a \equiv f_i \text{ (mod } p^2 \text{)}} T_{a,b}^{(2)} = \sum_{1 \leq i \leq p-1} \left( \sum_{y \leq a \leq x} \pi(y; p^2, f_i) \right)^2
= \left( \sum_{y \leq a \leq x} \pi(y; p^2, f_i) \right)^2 = U_1 + U_2, \quad \text{say.}
\]

The Brun–Titchmarsh theorem (cf. for example [2, Theorem 3.8]) says that
\[
\pi(y; k, l) < \frac{3y}{\varphi(k) \log(y/k)}, \quad 1 \leq k \leq y, \quad (k, l) = 1,
\]
and we can estimate \( U_1 \) as follows:
\[
U_1 \leq y^2 \log(y)^2 \sum_{y < p \leq \sqrt{y}} p^{-2} = \pi(y)^2 O((\varepsilon \log y)^{-1}).
\]
If \( \sqrt{y} < p \leq x \), we use the trivial bound:
\[
\pi(y; p^2, f_i) \leq \sum_{y \leq n \leq [y/p^2]} 1 \leq [y/p^2] + 1 \leq y/p^2 + 1;
\]
then we have
\begin{equation}
U_2 \leq \sum_{y < x} (p-1)^2 (1 + 2y^{-2} + y^2 p^{-4}) \leq x^2 \pi(x) + y \pi(x) + y^{5/3} (\log y)^{-1}.
\end{equation}

From the assumption on \( y(x) \), we get
\[ x^2 \pi(x) = o(y(\pi(x))^2), \quad y \pi(x) = o(y(\pi(x))^2), \]
and consequently, (10) and (11) yield that \( \sum_{x < y < x} \sum_{x < y < x} \sum_{x < y < x} \sum_{x < y < x} T_{x_1} T_{x_2} = o(y(\pi(x))^2) \). This shows that
\begin{equation}
(\zeta, \mathcal{A}, \mathcal{B}) \in \mathcal{S}(x); \quad |L_{u,b}(x)| - |L_{u,b}(z)| \geq 1 \]
tends to zero as \( x \) tends to infinity.

Therefore, in order to calculate the limiting density of \( \mathcal{F}_0(x) \), it is sufficient to consider the distribution of the values of \( T_{x_1} T_{x_2} \).

We put \( P = \{ p : 3 \leq p \leq x \} \) and \( Q = \prod_{p \in P} p^2 \). The prime number theorem tells us that \( Q \ll (\log x)^{2+e} \), for any positive real \( e \). For any integer \( k \) satisfying \( (k, Q) = 1 \), by virtue of the Siegel-Walfisz theorem, we have
\begin{equation}
\pi(y; Q, k) = \frac{1}{\varphi(Q)} \text{Li}(y) + O(y \exp(-C \sqrt{\log y})),
\end{equation}
with some positive constant \( C \). From the Chinese remainder theorem we have
\begin{equation}
(\mathbb{Z}/Q \mathbb{Z})^* = \bigotimes_{p \in P} (\mathbb{Z}/p^2 \mathbb{Z})^*,
\end{equation}
that is, among the \( \varphi(Q) \) residue classes \( k \pmod{Q} ; (k, Q) = 1 \), all combinations of all invertible residue classes modulo \( p^2 \), \( p \in P \), appear exactly once respectively.

We define
\[ \mathcal{U}(x) = \{ (a, b) \in \mathcal{U}(x) ; L_{u,b}(z) = 0 \}, \]
and calculate \( |\mathcal{F}_0(x)| \). We split the set \( \mathcal{F}_0(x) \) into classes according to the set \( L_{u}(z) \):
\begin{equation}
\mathcal{F}_0(x) = \bigcup_{S \in P} \mathcal{U}(x); \quad L_{u}(z) = S, L_{u,b}(z) = 0 \},
\end{equation}
where this expression is a disjoint union. The condition "\( L_{u}(z) = S \) and \( L_{u,b}(z) = 0 \)" is equivalent to the condition "\( L_{u}(z) = S \) and \( L_{u}(z) \equiv P - S \)."

From (7) and (14), we know that "\( L_{u}(z) = S \)" occurs if, and only if, \( a \) is contained in certain \( \prod_{p \in P} (p-1)^2 \prod_{p \in P - S} (p-1)^2 \) residue classes modulo \( Q \). Similarly, "\( L_{u}(z) \equiv P - S \)" occurs if, and only if, \( b \) is contained in certain
For any \( a, b \) and \( x \), we have \( L_{\alpha,b}(x) = L_{a,x}(x) \), and \( \{(a, b) \in \mathbb{N}(x); \ a = b\} = \pi(x) \). Therefore we get

\[
\|\{(a, b) \in \mathbb{N}(x); L_{\alpha,b}(x) = \emptyset\}\| = \frac{1}{2} \pi(x)^2 + o(\pi(x)^2),
\]

and

\[
|\mathbb{N}(x)| = \frac{1}{2} (|\mathbb{N}(x)| - \pi(x)) = \frac{1}{2} \pi(x)^2 + O(\pi(x)).
\]

Taking account of (12), we obtain the desired result. \( \square \)

We can prove Theorem 3 by the same method, and it is sufficient to sketch some crucial points. We start again from (6). The first half of the proof of Theorem 2 gives again that the \( T_{a,b}^2 \)-part makes no contribution to the limiting density of any \( \overline{\beta}_i(x) \). We have a partition

\[
\{(a, b) \leq y(x), |L_{a,b}(x)| = i\} = \bigcup_{J \in \mathbb{N}} \bigcup_{J \leq P} \bigcup_{J \equiv\mathbb{N}} \bigcup_{J \equiv\mathbb{P}} \{(a, b) \in \mathbb{N}(x); L_{a,b}(x) = S, L_{a,b}(x) = J\},
\]

where this expression is a disjoint union. Then, by the same way, we obtain

\[
\|\{(a, b) \in \mathbb{N}(x); L_{a,b}(x) = S, L_{a,b}(x) = J\}\| = \left( \prod_{p \leq J} \left( \prod_{p \leq J} \left( \prod_{p \leq J} \left( 1 - \frac{1}{p} \right) \right) \right) \right) \text{Li}(y)^2
\]

\[
+ O(\text{Li}(y) y(\log y)^2 + \exp(-C \sqrt{\log y})).
\]

Firstly, we sum up this formula for all \( S \equiv J \), secondly for all \( J \equiv P \) with \( |J| = i \); then

\[
2|\overline{\beta}_i(x)| = \prod_{p \leq J} \left( \prod_{p \leq J} \left( \prod_{p \leq J} \left( 1 - \frac{1}{p^2} \right) \right) \right) \text{Li}(y)^2
\]

\[
+ O(\text{Li}(y) y(\log y)^2 + \exp(-C \sqrt{\log y})),
\]

and this gives the density of \( \overline{\beta}_i(x) \).

Now it is easy to verify the relations (*) and (**).

We define the function \( f(u) \) by (5). The series converges absolutely when \( |u| < D \) with any positive constant \( D \). It is clear that \( f(1) = 1 \), which proves (*) and that \( f'(1) = \sum_{p \geq 2} p^{-2} \), which proves (**). \( \square \)
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