Write $p_r(n) = p(16n+r)$. Define $k_r$ to be the smallest $k$ for which $p_r(k)$ is odd. A table of $k_r$ is given below:

$$
\begin{array}{ccccccccccccccc}
    r & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 \\
    k_r & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 5 & 2 & 0 & 0 & 0 & 3 \\
\end{array}
$$

Next let $l_r$ be given by the following table:

$$
\begin{array}{ccccccccccccccc}
    r & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 \\
    l_r & 4 & 5 & 4 & 7 & 8 & 3 & 1 & 2 & 1 & 3 & 4 & 2 & 7 & 8 & 3 & 4 \\
\end{array}
$$

Suppose $p_r(n)$ is odd (alternatively even) for $n \gg n_0(r)$. We can suppose $n_0 \equiv l_r \pmod{9}$ and that $2n_0 + 1 > k_r$.

Now let $N = N_r = (3l_r^2 + n_0)/2 + k_r$. Note that

$$16N + r \equiv 16((3l_r^2 + n_0)/2 + k_r) + r \equiv 2 \pmod{9}, \quad \text{so} \quad c(16N + r) = 0.$$

It follows from (2.2) that, modulo 2,

$$
\begin{align*}
    p_r(N) + p_r(N-1) + p_r(N-2) + p_r(N-5) + p_r(N-7) + \ldots \\
    + p_r(n_0 + k_r) + p_r(k_r) \equiv 0.
\end{align*}

(2.3)

(The condition $2n_0 + 1 > k_r$ guarantees that $p_r(k_r)$ is indeed the last non-zero term on the left of (2.3).)

But the left hand side of (2.3) is odd (there is an odd number $(2n_0 + 1)$ of terms, the last is odd, the others are all odd (alternatively even)). So we have a contradiction, and our theorem is proved.
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Finiteness criteria for decomposable form equations
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1. Introduction. Let $K$ be a finitely generated extension field of $\mathbb{Q}$ and $R$ a finitely generated extension ring of $\mathbb{Z}$ in $K$. Let $F(X_1, \ldots, X_m)$ be a form in $m \geq 2$ variables with coefficients in $K$, and suppose that $F$ is decomposable (i.e. that it factorizes into linear factors over some finite extension, $G$ say, of $K$). Let $b$ be an element of $K^*$ and consider the decomposable form equation

$$
F(x_1, \ldots, x_m) = b \quad \text{in} \quad x_1, \ldots, x_m \in R.
$$

The decomposable form equations are of basic importance in the theory of diophantine equations and have many applications in algebraic number theory. Important classes of decomposable form equations are Thue equations (when $m = 2$), norm form equations, discriminant form equations and index form equations. The Thue equations are named after A. Thue [31] who proved in the case $K = \mathbb{Q}$, $R = \mathbb{Z}$, $m = 2$, that if $F$ is a binary form having at least three pairwise linearly independent linear factors in its factorization over the field of algebraic numbers, then (1) has only finitely many solutions. After several generalizations, Lang [13] finally extended Thue's result to the general case considered above (when $K$ is an arbitrary finitely generated extension of $\mathbb{Q}$ and $R$ is an arbitrary finitely generated subring of $K$ over $\mathbb{Z}$).

In the case that $K = \mathbb{Q}$, $R = \mathbb{Z}$, and $F$ is a norm form, Schmidt [24] gave a necessary and sufficient condition for $F$ such that (1) only has finitely many solutions for every $b \in \mathbb{Q}^*$. Later he generalized [25] this result by showing that all solutions of an arbitrary norm form equation over $\mathbb{Z}$ belong to finitely many families (cf. [25]) of solutions. These results of Schmidt were later extended by Schlickewei [20] to the case of arbitrary finitely generated subrings $R$ of $\mathbb{Q}$ and by Laurent [14] to the above general case (when $R$ is

---

$K^*$ denotes the set of non-zero elements of $K$. In general, for any integral domain $R$, $R^*$ will denote the unit group (i.e. the multiplicative group of invertible elements) of $R$.
an arbitrary finitely generated subring of an arbitrary finitely generated field $K$ over $Q$.

For discriminant form equations and index form equations, Győry (cf. [3] in the case $K = Q$, $R = Z$ and [7], [8] in the general case) gave general (and effective) finiteness criteria by using Baker's method. These led to various applications in algebraic number theory (cf. Győry [4], [11]).

Under various restrictive conditions made for $F$ and $R$, Schmidt [24], [25], Schlickewei [21], [22], Győry and Papp [12], Győry [4], [5], [6], [7], [8], [9] and Everse and Győry [2] obtained finiteness theorems also for certain other decomposable form equations.

In Section 2, we shall establish some general finiteness criteria for (1) and for some more general equations. Let $\mathcal{L}$ be a finite set of pairwise linearly independent linear forms from $G[X_1, \ldots, X_m]$ which contains a maximal set $\mathcal{L}_0$ of pairwise linearly independent linear factors of $\mathcal{F}$ over $G$. We give a necessary and sufficient condition (cf. Theorem 2), expressed in terms of $K$, $G$, $\mathcal{L}_0$ and $\mathcal{L}$ only, such that the equation

$$ F(x_1, \ldots, x_m) = b \quad \text{in} \quad (x_1, \ldots, x_m) \in R^m $$

for $l(x_1, \ldots, x_m) \neq 0$ for all $l \in \mathcal{L}$

has only finitely many solutions for every $b \in K^*$ and every finitely generated subring $R$ of $K$. If in particular $\mathcal{L} = \mathcal{L}_0$, our result provides a finiteness criterion (cf. Theorem 1) for equation (1). Our general finiteness theorems concerning decomposable form equations imply (in an ineffective form) the previously mentioned finiteness results about Thue equations (cf. Corollary to Theorem 1), norm form equations (cf. Theorems 5, 6, 6), discriminant form equations and index form equations.

The main tool in the proof of our finiteness theorems is the so-called Theorem on unit equations (cf. Section 4) which was proved independently by Evertse [1] (in the algebraic number field case) and by van der Poorten and Schlickewei [17] (in the general case). Its proof is based on the Schmidt-Schlickewei subspace theorem (cf. [23], [25], [27], [19]).

In case $G = K$, we shall state the finiteness condition of our finiteness criteria (Theorems 1, 2) concerning decomposable form equations in two different ways: one of them follows naturally from the Theorem on unit equations, and the other shows that this condition is effectively decidable, provided that $K$ and the coefficients of the forms in $\mathcal{L}$ can be given explicitly (cf. Section 3). Using the latter formulation of our finiteness condition, we shall show (cf. Section 4) that the Theorem on unit equations is a consequence of our Theorem 2. Thus the finiteness assertion in our Theorem 2 on decomposable form equations is in fact equivalent to the Theorem on unit equations.

Section 5 is devoted to applications of our finiteness theorems on decomposable form equations to norm form equations. We give, as a consequence, another proof for the above-mentioned results of Schmidt [24], [25], Schlickewei [20] and Laurent [14] on norm form equations. The finiteness criteria of Győry [3], [8] concerning discriminant form and index form equations can also be deduced, in an ineffective form, from our Theorem 2. We shall not, however, deal with these applications, because these theorems followed in the same way from some earlier, less general (but effective or quantitative) versions (cf. [4], [8], [2]) of Theorem 2 concerning decomposable form equations.

Our results will be proved in Sections 6 to 8.

We thank the referee for calling our attention to some simplifications and necessary corrections in the manuscript.

2. General finiteness criteria. Before stating our results we have to introduce some notions from linear algebra. Let $K$ be a finitely generated extension field of $Q$, let $G$ be a finite extension field of $K$, let $m$ be a positive integer, let $V$ be a non-zero subspace of the $K$-vector space $K^m$ and let $\mathcal{L}$ be a finite set of linear forms in $m$ variables with coefficients in $G$. A set of linear forms $\{l_1, \ldots, l_n\}$ with coefficients in $G$ is called linearly independent on $V$ if there are (no) $x_1, \ldots, x_n \in G$, not all zero, such that $x_1l_1 + \ldots + x_nl_n = 0$ identically on $V$. The subspace $V$ is said to be $\mathcal{L}$-non-degenerate or $\mathcal{L}$-degenerate according as $\mathcal{L}$ does or does not contain a subset of at least three linear forms which are linearly dependent on $V$, but pairwise linearly independent on $V$. In particular, $V$ is $\mathcal{L}$-degenerate if $V$ has dimension 1. We call $V$ an $\mathcal{L}$-admissible subspace if no form in $\mathcal{L}$ is identically zero on $V$.

In the remaining part of Section 2 it will be supposed that $m \geq 2$ and that $G$ is a normal extension of $K$. Let $F(X) = F(x_1, \ldots, x_m)$ be a decomposable form of degree $n \geq 2$ with coefficients in $K$, which factorizes into linear factors over $G$. Let $\mathcal{L}_0$ be a maximal set of pairwise linearly independent linear factors of $F$.

**Theorem 1**. The following two statements are equivalent:

1.1) Every $\mathcal{L}_0$-admissible subspace of $K^m$ of dimension $\geq 2$ is $\mathcal{L}_0$-non-degenerate;

1.2) For every subring $R$ of $K$ which is finitely generated over $Z$ and for every $b \in K^*$, the equation

$$ F(x) = b \quad \text{in} \quad x = (x_1, \ldots, x_m) \in R^m $$

has only finitely many solutions.

In the case $m = 2$ we immediately obtain the following result on Thue equations (see also Lang [13]).

**Corollary.** Let $F_0(X_1, X_2)$ be a binary form with coefficients in $K$ which factorizes into linear factors over $G$. Then the following statements are equivalent:
(i) $F_0$ has at least three pairwise linearly independent linear factors in $G[X_1, X_2]$.

(ii) For every subring $R$ of $K$ which is finitely generated over $Z$ and for every $b \in K^*$, the equation

$$F_0(x_1, x_2) = b \quad \text{in} \quad x_1, x_2 \in R$$

has only finitely many solutions. 

We shall now state a few extensions of Theorem 1. Let $G, F, P_0$ be as above and let now $P \supseteq P_0$ be a finite set of pairwise linearly independent linear forms in $X_1, \ldots, X_m$ with coefficients in $G$.

**Theorem 2.** The following two statements are equivalent:

(2.1) Every $P$-admissible subspace of $K^n$ of dimension $\geq 2$ is $P_0$-non-degenerate.

(2.2) For every subring $R$ of $K$ which is finitely generated over $Z$ and for every $b \in K^*$, the equation

$$F(x) = b \quad \text{in} \quad x = (x_1, \ldots, x_m) \in R^m, \quad \text{with} \quad l(x) \neq 0 \quad \text{for all} \quad l \in P$$

has only finitely many solutions.

Theorem 2 immediately implies Theorem 1, because all solutions $x$ of (1) satisfy $l(x) \neq 0$ for all $l \in P_0$. Let $R$ be a subring of $K$. The following result which deals with the equation

$$F(x) = b \quad \text{in} \quad x = (x_1, \ldots, x_m) \in R^m, \quad b \in R^* \quad \text{with} \quad l(x) \neq 0 \quad \text{for all} \quad l \in P,$$

is in fact equivalent to Theorem 2. Two solutions $(x_1, e_1), (x_2, e_2)$ of (2) are called linearly independent if $x_1, x_2$ are linearly independent vectors in $K^n$. Notice that if (2) is solvable and if $R^*$ is infinite, then the solutions of (2) can be divided into sets, each containing infinitely many pairwise linearly dependent solutions.

**Theorem 2'.** The following two statements are equivalent:

(2.1') Every $P$-admissible subspace of $K^n$ of dimension $\geq 2$ is $P_0$-non-degenerate.

(2.2') For every subring $R$ of $K$ which is finitely generated over $Z$, equation (2') has at most finitely many pairwise linearly independent solutions.

The statements (2.2), (2.2) are in fact equivalent. (2.2') follows from (2.2) by observing that $R^*$ is finitely generated (cf. [18]), whence that the cosets in $R^*/(R^*)^*$ have a finite full set of representatives, $P'$ say. Since every solution $(x, e)$ of (2') is linearly dependent on a solution $(x', e')$ with $e \in P'$, equation (2') can be reduced to a finite number of equations of type (2). (2.2) follows from (2.2') by taking in (2) $R[b, b^{-1}]$ instead of $R$ and noticing that for every solution $x$ of (2) there are at least finitely many solutions $x'$ linearly dependent on $x$; namely those solutions $x'$ for which $x' = qx$, where $q^* = 1$ for some $q \in K^*$.

Let $V$ be a subspace of $K^n$. If $V$ is $P_0$-non-degenerate, then we denote by $S(V, P_0)$ the smallest integer $r$ such that $P_0$ contains $r$ forms which are linearly dependent on $V$ but pairwise independent on $V$. Thus for $P_0$-non-degenerate $V$, $S(V, P_0) \geq 3$. If $V$ is $P_0$-degenerate, we put $S(V, P_0) = 2$. In [2] we stated without proof that statement (2.1) implies statement (2.2) (with (2.1) replaced by the obviously equivalent condition that $S(V, P_0) \geq 3$ for all $P$-admissible subspaces $V$ of $K^n$ of dimension $\geq 2$). Moreover, under the restriction that $S(V, P_0) = 3$ for all $P$-admissible subspaces $V$ of $K^n$ of dimension $\geq 2$, we derived explicit upper bounds for the number of solutions of (2) and for the maximal number of pairwise linearly independent solutions of (2). These upper bounds depend on the choice of a transcendence basis of $K$ over $Q$, as well as on $r, b$, the degree of $F$ and the degree of $G$ over $K$, but not on the coefficients of $F$. As a consequence of our results on decomposable form equations, we obtained in [2] explicit upper bounds of the same type for the numbers of solutions of Thue-Mahler equations, norm form equations from a restricted class, discriminant form equations, index form equations and power integral bases of algebraic number fields. We remark that effective versions of these quantitative finiteness assertions were earlier established by Győry [8], [9], [10].

The implications (2.1) $\rightarrow$ (2.2), (2.2) $\rightarrow$ (2.1) in Theorem 2 are easy consequences of Theorems 3, 4 stated below. Let $K, G, F, P_0$, $P_0'$ have the same meaning as in Theorem 2.

**Theorem 3.** For every $b \in K^*$ and every subring $R$ of $K$ which is finitely generated over $Z$, the solutions of (2) are contained in finitely many $P$-admissible, $P_0$-degenerate subspaces of $K^n$.

The implication (2.1) $\rightarrow$ (2.2) of Theorem 2 follows immediately from Theorem 3 by observing that every subspace of $K^n$ of dimension 1 can contain only finitely many solutions of (2). The implication (2.2) $\rightarrow$ (2.1) is immediate from the next theorem.

**Theorem 4.** For every $P$-admissible, $P_0$-degenerate subspace $V$ of $K^n$ of dimension $\geq 2$, there exist a $b \in K^*$ and a subring $R$ of $K$ which is finitely generated over $Z$ for which (2) has infinitely many solutions contained in $V$.

3. Decidability of conditions (1.1) and (2.1). The importance of Theorem 2 is that it relates a statement (cf. (2.2)) about the finiteness of the number of solutions of decomposable form equations to a condition (cf. (2.1)) which can be formulated in terms of linear algebra. The question arises if there exists an algorithm which decides in a finite number of steps whether condition (2.1) holds. The following proposition gives such an algorithm in case $G = K$,
provided that $K$ and the coefficients of the forms in $\mathcal{L}$ are given in an appropriate form which will be detailed below. Recently we obtained such an algorithm without assuming $G = K$. We shall not describe it here.

For any system $\mathcal{M}$ of linear forms with coefficients in $K$, let $\mathcal{V}(\mathcal{M})$ denote the $K$-vector space generated by the forms of $\mathcal{M}$. If $\mathcal{V}_1, \ldots, \mathcal{V}_r$ are $K$-vector spaces consisting of linear forms with coefficients in $K$, then $\sum_{i=1}^r \mathcal{V}_i$ denotes the smallest $K$-vector space containing $\mathcal{V}_1, \ldots, \mathcal{V}_r$.

**Proposition.** Let $m, K, G, \mathcal{L}_0, \mathcal{L}$ be the same as in Theorem 2, and suppose that $G = K$. Then the following two statements are equivalent:

(i) Every $\mathcal{L}$-admissible subspace of $K^m$ of dimension $\geq 2$ is $\mathcal{L}_0$-non-degenerate;

(ii) The forms in $\mathcal{L}_0$ have rank $m$ over $K$ and for each proper non-empty subset $\mathcal{L}'$ of $\mathcal{L}_0$

\[ (\mathcal{V}(\mathcal{L}_1) \cap \mathcal{V}(\mathcal{L}_0 \setminus \mathcal{L}_1)) \cap \mathcal{L} \neq \emptyset. \]

In [8] and [10] it has been explained that every element of $K$ can be represented by a finite tuple of integers once $K$ satisfies certain conditions. For convenience of the reader, we shall shortly describe how these representations are established. The field $K$ has a transcendence basis, say $\{z_1, \ldots, z_d\}$, over $Q$, and can be written in the form $K = Q(z_1, \ldots, z_d, y)$ where $y$ is algebraic over $Q(z_1, \ldots, z_d)$. We may assume without loss of generality that

\[ y^d + f_1 y^{d-1} + \ldots + f_{d-1} y + f_d = 0, \]

where $d$ denotes the degree of $y$ over $Q(z_1, \ldots, z_d)$ and $f_1, \ldots, f_d$ are polynomials in $Z[z_1, \ldots, z_d]$. We call the tuple $(f_1, \ldots, f_d)$ an effective representation of $K$ (relative to $\{z_1, \ldots, z_d\}$). Given such an effective representation of $K$, every element $a$ of $K$ has a unique representation (up to sign) in the form

\[ a = \frac{P_0 + P_1 y + \ldots + P_{d-1} y^{d-1}}{P_d}, \]

where $P_0, \ldots, P_d$ are relatively prime polynomials from $Z[z_1, \ldots, z_d]$. The tuple $(P_0, \ldots, P_d)$ is called an effective representation of $a$ (relative to the effective representation of $K$ considered above). If effective representations of $K$ and $a, \beta \in K$ are given, then it is possible to compute effective representations of $a + \beta, a - \beta, a \cdot \beta$ and, if $\beta \neq 0$, $a/\beta$. For these and further remarks, see [8], [10]. It is now clear that starting with effective representations of $K$ and the coefficients of the forms in $\mathcal{L}$, one can decide whether statement (ii) of the Proposition is true. Therefore, in case $G = K$, the Proposition provides indeed an algorithm for deciding whether statement (2.1) of Theorem 2 holds.

**4. Decomposable form equations and unit equations.** Using the above Proposition, it is easy to deduce the following result as a consequence of Theorem 2.

**Theorem on unit equations.** Let $K$ be a finitely generated field of characteristic 0, $\Gamma$ a finitely generated multiplicative subgroup of $K^*$, and $m \geq 2$ an integer. Then the equation

\[ x_1 + x_2 + \ldots + x_m = 1 \quad \text{in} \quad x_1, x_2, \ldots, x_m \in \Gamma \]

has at most finitely many solutions with the property that $x_1 + x_2 + \ldots + x_i \neq 0$ for each non-empty subset $\{i_1, \ldots, i_s\}$ of $\{1, \ldots, m\}$.

This theorem on unit equations can be obtained by applying Theorem 2 with $G = K$, $F(X) = X_1 + X_2 + \ldots + X_m$, $\mathcal{L}$ being the set of all linear forms of the type $X_{i_1} + \ldots + X_{i_s}$ where $\{i_1, \ldots, i_s\}$ is a non-empty subset of $\{1, \ldots, m\}$. It is easy to verify that condition (ii) of the Proposition is satisfied for this $\mathcal{L}$ and for $\mathcal{L}_0 = \{X_1, \ldots, X_m, x_1 + \ldots + X_m\}$. Indeed, rank $\mathcal{L}_0 = m$ over $K$ and for each proper, non-empty subset $\mathcal{L}'$ of $\mathcal{L}_0$, $\mathcal{V}(\mathcal{L}_1) \cap \mathcal{V}(\mathcal{L}_0 \setminus \mathcal{L}_1) \cap \mathcal{L}$ always contains either some of the forms in $\mathcal{L}_1$ or some of the forms in $\mathcal{L}_0 \setminus \mathcal{L}_1$. The subring $R$ of $K$, generated by the elements of $\Gamma$, is finitely generated over $Z$, and Theorem 2 together with the Proposition above imply that the equation

\[ x_1 x_2 \ldots x_m (x_1 + \ldots + x_m) = \varepsilon \quad \text{in} \quad x = (x_1, \ldots, x_m) \in R^m, \varepsilon \in R^* \]

with $l(x) \neq 0$ for all $l \in \mathcal{L}$ has at most finitely many pairwise linearly independent solutions. Since $\Gamma \subseteq R^*$, this proves the Theorem on unit equations.

The theorem on unit equations has been proved by Evertse [1] in case that $K$ is an algebraic number field and by van der Poorten and Schlickewei [17] in general. We shall prove our Theorem 3 as a consequence of the Theorem on unit equations. Hence the above arguments show that the Theorem on unit equations, Theorem 3, the implication (2.1) $\rightarrow$ (2.2) of Theorem 2 and the implication (2.1) $\rightarrow$ (2.2) of Theorem 2' are equivalent statements. We mention that, for $m = 2$, the equivalence of the Theorem on unit equations (in two variables) and the implication (i) $\rightarrow$ (ii) of the Corollary to Theorem 1 follow easily from observations made by Siegel in his paper [30].
5. Applications to norm form equations. Let $K$ be a finitely generated extension of $Q$. $M$ a finite extension of $K$ of degree $n \geq 2$ and $G$ a finite, normal extension of $K$ containing $M$. There are $n$ distinct $K$-isomorphisms of $M$ into $G$, $\sigma_1, \ldots, \sigma_n$. Let $a_1, \ldots, a_m (m \geq 2)$ be elements of $M$ which are linearly independent over $K$ and consider the linear form $l(x) = a_1 x_1 + \ldots + a_m x_m$. For $i = 1, \ldots, n$, we put $l_i(x) = \sigma_i(a_1 x_1 + \ldots + a_m x_m)$. Then

$$N(a_1 x_1 + \ldots + a_m x_m) = \prod_{i=1}^n l_i(X)$$

is a norm form with coefficients in $K$. Let $\psi$ be the $K$-vector space generated by $a_1, \ldots, a_m$ in $M$. We say that $\psi$ is degenerate if there exist an $m \in M^*$ and an intermediate field $M'$ with $K \subseteq M' \subseteq M$ such that $\mu M' \subseteq \psi$. We shall now deal with the norm form equation

$$N(a_1 x_1 + \ldots + a_m x_m) = b \quad \text{in} \quad x_1, \ldots, x_m \in R,$$

where $b \in K^*$ and $R$ is a finitely generated subring of $K$ over $Z$. For $K = Q$, $R = Z$, Schmidt [24] proved that (4) has at most finitely many solutions for all $b \in Q^*$ if and only if $\psi$ has no subspace of the form $\mu M'$, where $\mu \in M^*$ and $M'$ is a subfield of $M$ different from $Q$ and the imaginary quadratic number fields. An easy consequence of Corollary 1.1 of Schlickewei [20] is that in case $K = Q$, (4) has at most finitely many solutions for all $b \in Q^*$ and all finitely generated subrings $R$ of $Q$ over $Z$ if and only if $\psi$ is non-degenerate. Laurent [14] extended Schlickewei’s results [20] to the case when $K$ is an arbitrary finitely generated extension of $Q$ and $R$ is an arbitrary subring of $K$ which is finitely generated over $Z$.

We shall derive Theorem 5 below, due to Laurent [14], from our Theorem 2. We remark that Theorem 5 was earlier claimed without proof in our paper [2], p. 13.

Theorem 5. The following two statements are equivalent:

1. $N(a_1 x_1 + \ldots + a_m x_m) = b$ in $x_1, \ldots, x_m \in R$,

2. For all $b \in K^*$ and all subrings $R$ of $K$ which are finitely generated over $Z$, equation (4) has only finitely many solutions.

One can assume without loss of generality that $a_1 = 1$ and that $M = K(a_1, \ldots, a_m)$ when $l_1, \ldots, l_m$ are pairwise linearly independent. We shall derive Theorem 5 from Theorem 2 by showing that for $\mathcal{L}_0 = \{l_1, \ldots, l_m\}$, the $\mathcal{L}_0$-admissible, $\mathcal{L}_0$-degenerate subspaces of $K^n$ are exactly those subspaces $V$ of $K^n$ for which

$$l(V) = \{l(x) : x \in V\} = \mu M'$$

for some $\mu \in M^*$ and an intermediate field $M'$ with $K \subseteq M' \subseteq M$ such that $\mu M' \subseteq \mu M = \psi$. Since here $\dim V = 1$ if and only if $M' = K$, statement (5.1) is equivalent to statement (2.1) with $\mathcal{L}_0 = \mathcal{L} = \{l_1, \ldots, l_m\}$.

Using Theorem 3, one can show that the solutions of (4) are contained in finitely many subspaces $V$ of $K^n$ of the type (5). We shall derive a more general result from Theorem 3. Suppose that $K$ and $M$ have the same degree as above. Let $R$ be a subring of $K$ which is finitely generated over $Z$ and has $K$ as its quotient field. Let $\mathfrak{R}$ be a finitely generated $R$-module contained in $M$. Let $\psi$ be the $K$-vector space in $M$ generated by the elements of $\mathfrak{R}$. For any intermediate field $M'$ with $K \subseteq M' \subseteq M$, let $\mathfrak{R}_M$ denote the integral closure of $R$ in $M'$ and $U_{M'}$ the multiplicative group of elements $\epsilon \in R_{M'}^*$ with $N_{M'/K}(\epsilon) = 1$.

Theorem 6. For every $b \in K^*$, the set of solutions of the equation

$$N_{M/K}(\mu) = b \quad \text{in} \quad \mu \in \mathfrak{R}$$

is the union of finitely many sets of the type $(\mu U_{M'}) \cap \mathfrak{R}$ where $\mu$ is a solution of (6) and $M'$ is a field with $K \subseteq M' \subseteq M$, $\mu M' \subseteq \psi$.

If the vector space $\psi$ generated by the elements of $\mathfrak{R}$ in $M$ is non-degenerate then, by Theorem 6, all solutions of (6) are contained in finitely many sets of the form $(\mu U_{M'}) \cap \mathfrak{R} = \{\mu \},$ i.e. (6) has only finitely many solutions. Thus the implication (5.1) $\Rightarrow$ (5.2) of Theorem 5 follows at once from Theorem 6.

Laurent [14], Th. 8, proved the following generalization of Theorem 6 which is in fact equivalent to Theorem 6. For any subgroup $E$ of $K^*$, $U_{M'E}$ denotes the multiplicative group of elements $\epsilon \in R_{M'}^*$ with $N_{M'/K}(\epsilon) \in E$.

Theorem 6'. For every $b \in K^*$ and every subgroup $E$ of $K^*$, the set of solutions $\mu$ of the equation

$$N_{M/K}(\mu) = vb \quad \text{in} \quad \mu \in \mathfrak{R}, v \in E,$$

is the union of finitely many sets of the type $(\mu U_{M'}) \cap \mathfrak{R}$ where $\mu$ is a solution of (6) and $M'$ is a field with $K \subseteq M' \subseteq M$, $\mu M' \subseteq \psi$.

Theorem 6 follows from Theorem 6' by taking $E = \{1\}$. Theorem 6' follows from Theorem 6 by observing that $E/E^*$ is finite, whence that (6) can be reduced to a finite number of equations of type (6), and that $U_{M'} \subseteq U_{M,K}$. As Laurent pointed out (cf. [14], Th. 9), in the case $K = Q$ Theorem 6' implies the classical results of Schmidt [25]. Th. 1 (see also [28], Ch. 7, Th. 4B) and Schlickewei [20], Th. 1, 2, on the finiteness of the number of families of solutions of norm form equations. We remark that Laurent [14] obtained Theorem 6' in another way, as a consequence of his general finiteness theorem concerning intersections of a subvariety of a linear torus $\mathcal{G}$ with subgroups of finite rank of $\mathcal{G}$.

6. Proofs of Theorems 3 and 4. In the proof of Theorem 3 we shall need the following consequence of the Theorem on unit equations.
Lemma 1. Let $K$ be a finitely generated field of characteristic 0, let $\Gamma$ be a finitely generated multiplicative subgroup of $K^*$, and let $t \geq 2$ be an integer. Then the solutions of the equation
\begin{equation}
    x_1 + \ldots + x_t = 1 \quad \text{in} \quad (x_1, \ldots, x_t) \in \Gamma^t
\end{equation}
are contained in finitely many proper subspaces of $K^t$.

Proof. The solutions of (7) having some non-zero sum obviously belong to finitely many proper subspaces of $K^t$. Further, by the Theorem on unit equations (cf. Section 4), the solutions of (7) with no non-zero sum, being finite in number, are also contained in finitely many proper subspaces of $K^t$. This proves Lemma 1.

Let $K, G, F, m, \mathcal{L}_0, \mathcal{L}$ have the same meaning as in Theorem 2. Let $b \in K^*$ and let $R$ be a subring of $K$ finitely generated over $Z$. Theorem 3 follows immediately from the next lemma by taking $W = K^m$.

Lemma 2. For every subspace $W$ of $K^n$, the solutions of equation (2) belonging to $R^m \cap W$ are contained in at most finitely many $\mathcal{L}$-admissible, $\mathcal{L}_0$-degenerate subspaces of $W$.

Proof. We shall prove Lemma 2 by induction on $r = \dim W$. The case $r = 1$ is trivial. Suppose that Lemma 2 is true for all $r < p$, where $p \geq 2$ ( induction hypothesis), and let $W$ be a subspace of $K^n$ of dimension $p$. If $W$ is $\mathcal{L}_0$-degenerate, then there is nothing to prove. So suppose that $W$ is $\mathcal{L}_0$-non-degenerate, and that equation (2) has a solution in $W$. Then there exist linear forms $l_0, l_1, \ldots, l_t$ in $\mathcal{L}_0$ which are pairwise linearly independent on $W$ such that
\begin{equation}
    \sum_{i=0}^t c_i l_i(X) = 0 \quad \text{identically on } W
\end{equation}
for some $c_0, c_1, \ldots, c_t \in G^*$. Let $t$ be the smallest integer with this property. Since by assumption $W$ is $\mathcal{L}_0$-non-degenerate, we have $t \geq 2$. Every solution $x \in R^m \cap W$ of (2) satisfies
\begin{equation}
    \sum_{i=1}^t \left( -\frac{c_i l_i(x)}{c_0 l_0(x)} \right) = 1.
\end{equation}

Let $\Gamma$ be the unit group of the smallest extension ring of $R$ which contains $b$, the $c_i$, their inverses as well as all the coefficients of the linear factors of $F$. Since this extension ring is finitely generated, $\Gamma$ is also finitely generated. Further, for every solution $x \in R^m \cap W$ of (2), the numbers $c_i l_i(x)/c_0 l_0(x)$ belong to $\Gamma$. Hence, by (8) and Lemma 1, the vectors
\begin{equation}
    (-c_1 l_1(x)/c_0 l_0(x), \ldots, -c_t l_t(x)/c_0 l_0(x))
\end{equation}
belong to finitely many proper subspaces of $G$. If $\tilde{V}$ is such a subspace of $G^t$ and if \(-c_1 l_1(x)/c_0 l_0(x), \ldots, -c_t l_t(x)/c_0 l_0(x)\) $\in \tilde{V}$ then there $d \in G$, not all zero, such that
\begin{equation}
    \sum_{i=1}^t d_i \frac{c_i l_i(x)}{c_0 l_0(x)} = 0,
\end{equation}
whence
\begin{equation}
    \sum_{i=1}^t (d_i c_i l_i(x)) = 0.
\end{equation}

But by the minimality of $t$, \(\sum_{i=1}^t (d_i c_i l_i(x))\) is not identically zero on $W$. Hence the $x \in W$ satisfying (9) belong to a proper subspace of $W$. This shows that the solutions of (2) in $R^m \cap W$ are already contained in at most finitely many proper subspaces of $W$. Together with the induction hypothesis this completes the proof of Lemma 2.

Proof of Theorem 4. Let $V$ be an $\mathcal{L}$-admissible, $\mathcal{L}_0$-degenerate subspace of $K^n$ of dimension $\geq 2$. It will be enough to prove Theorem 4 in the special case $V = K^n$ (with $m \geq 2$) and $l(e_i) \neq 0$ for all $l \in \mathcal{L}$ where $e_i = (0, \ldots, 0, 1, 0, \ldots, 0) \in K^n$ with a 1 on the $i$th place. Indeed, suppose that $\dim V = r \leq m$. Then there exists an $a \in V$ with $l(a) \neq 0$ for all $l \in \mathcal{L}$ and a bijective linear mapping $A: K^r \rightarrow V$ such that $A(e'_i) = a$, where now $e'_i = (1, 0, \ldots, 0)$ in $K^r$. Let
\begin{equation}
    \mathcal{L}_0 = \{l(A \tilde{X}): l \in \mathcal{L}_0\}, \quad \mathcal{L} = \{l(A \tilde{X}): l \in \mathcal{L}\}
\end{equation}
(with $\tilde{X}$ being an abbreviation for $(X_1, \ldots, X_n)$) and $F' \tilde{X} = F(A \tilde{X})$. Now $K'$ is $\mathcal{L}_0$-degenerate and $l(e'_i) \neq 0$ for all $l \in \mathcal{L}$. If the equation
\begin{equation}
    F' \tilde{x} = b \quad \text{in } \tilde{x} \in \tilde{R} \quad \text{with } \quad l(e'_i) \neq 0 \quad \text{for all } l \in \mathcal{L}
\end{equation}
has infinitely many solutions for some $b \in K'$ and some finitely generated subring $R$ of $K$ over $Z$, then it follows at once that (2) has infinitely many solutions in $x \in R^m \cap V$, provided that $R$ contains the entries of the matrix of $A$.

Henceforth we shall assume that $K^n$ (with $m \geq 2$) is $\mathcal{L}_0$-degenerate and that $l(e_i) \neq 0$ for all $l \in \mathcal{L}$. Then
\begin{equation}
    F(X) = b_0 F_1(X)_1 \ldots F_s(X)_s
\end{equation}
where \( F_1, \ldots, F_r \) are irreducible decomposable forms in \( K[X] \) with \( F_i(e_i) = 1 \) and \( a_i \in N \) for \( i = 1, \ldots, t \) and \( b_0 \in K^* \). We may assume without loss of generality that all forms \( l \) in \( L \) satisfy \( l(e_i) = 1 \). Let \( l_1^*, \ldots, l_t^* \) be linear factors of \( F_1, \ldots, F_r \), respectively, belonging to \( L_0 \) and let \( K_i \) be the smallest extension of \( K \) containing the coefficients of \( l_i^* \), \( i = 1, \ldots, t \). Then we have \( \deg F_i = [K_i : K] = r_i \), and suppose that \( r_1 \geq r_2 \geq \cdots \geq r_t \). Let \( r = r_1 + r_2 + \cdots + r_t \). For \( 1 \leq l_1 \leq t \) and \( 1 \leq j \leq r_l \), we denote by \( \langle j \rangle \) the integer \( r_{l_1} + r_{l_2} + \cdots + r_{l_{j-1}} + j \) if \( j \geq 2 \), and \( j \) if \( j = 1 \). For \( 1 \leq l \leq t \), let \( \sigma_{l_1}, \ldots, \sigma_{l_t} \) be the distinct \( K \)-isomorphisms of \( K_i \) in \( G \). Let \( l_1, \ldots, l_t \) be the forms in \( L_0 \) and suppose that these forms are ordered such that \( l_i^*(j) = \sigma_j(l_i^*) \). We call a vector \( \mathbf{a} = (a_1, \ldots, a_t) \in G^t \) admissible if there are \( \sigma_i^* \in K_1, \ldots, \sigma_t^* \in K_t \) such that \( \sigma_i(l_i(j)) = \sigma_j(l_i(j)) \) for \( 1 \leq i \leq l, 1 \leq j \leq r_i \). Then for \( k = 1, \ldots, m \), the vectors \( (l_i(a_k), \ldots, l_t(a_k)) \) are admissible. For \( 1 \leq i \leq t \), let \( \{a_{i1}, \ldots, a_{ir_i}\} \) be a \( K \)-basis of \( K_i \) and let the \( r \times r \) matrix \( \Omega \) be defined by

\[
\Omega = \begin{bmatrix}
\Omega_1 & 0 \\
\Omega_2 & \ddots \\
0 & \ddots & \Omega_t
\end{bmatrix}
\]

where, for \( 1 \leq i \leq t \), \( \Omega_i \) is the \( r_i \times r_i \) matrix given by

\[
\Omega_i = \begin{bmatrix}
\sigma_{i1}(a_{i1}) & \cdots & \sigma_{ir_i}(a_{ir_i}) \\
\vdots & \ddots & \vdots \\
\sigma_{i1}(a_{i1}) & \cdots & \sigma_{i1}(a_{ir_i})
\end{bmatrix}
\]

It is easy to see that

(11) \( \mathbf{a} \in G^t \) admissible \( \iff \mathbf{a}^T = \Omega \mathbf{b}^T \) for some \( \mathbf{b} \in K^t \).

Let \( A \) be the \( r \times m \) matrix

\[
\begin{bmatrix}
l_1(e_1) & \cdots & l_1(e_m) \\
l_2(e_1) & \cdots & l_2(e_m) \\
\vdots & \ddots & \vdots \\
l_r(e_1) & \cdots & l_r(e_m)
\end{bmatrix}
\]

Then there exists an \( r \times m \) matrix \( M \), with entries in \( K \), such that

(12) \( A = \Omega M \).

We are now in a position to prove our theorem under the restrictions we made before, namely that \( V = K^m \) and that \( l(e_i) = 1 \) for all \( l \) in \( L \). \( L_0 \) contains exactly \( r \) pairwise linearly independent linear forms. By the assumption that \( K^m \) is \( L_0 \)-degenerate, these forms are linearly independent. Hence \( r \leq m \). We distinguish two cases:

(\$^\wedge$) We denote by \( B^T \) the transposed matrix of a matrix \( B \).

First suppose that \( r < m \). Then there exists a vector \( \mathbf{y} \in K^m \setminus \{0\} \) with \( M \mathbf{y} = \mathbf{0} \). By (12) we have \( A \mathbf{y} = \mathbf{0} \), whence \( l_i(y) = 0 \) for \( i = 1, \ldots, r \). Put \( \lambda_i = e_i + A \mathbf{y} \) for all \( \lambda \in N \). It follows from (10) that

\[
F(\lambda_i) = F(e_i) = b_0 \quad \text{for all } \lambda \in N.
\]

Further, there are only finitely many \( \lambda \in N \) such that \( l(\lambda_i) = l(e_i) + l(j) \neq 0 \) for some \( l \in L \).

This proves our theorem with \( b = b_0 \) and \( R \) being the ring generated by the coordinates of \( y \) over \( Z \).

Suppose now that \( r = m \). For any integer \( i \) with \( 1 \leq i \leq t \) and \( r_i \geq 2 \) there is an \( \eta_i \in K^* \) such that \( N_{K_i/K}(\eta_i) = 1 \) and \( \sigma_i(\eta_i)/\sigma_j(\eta_i) \) is not a root of unity for \( j, j' \in \{1, \ldots, r_i\} \) with \( j \neq j' \). Indeed, choose \( \eta_i \in K_i \) such that \( K_i = K(\eta_i) \). Let \( w \) be the number of roots of unity in \( G \) and let \( s \) be an integer with \( s \geq w r_i^2 \). Suppose that for each \( v \in \{0, 1, \ldots, s\} \) there are \( j, j' \in \{1, \ldots, r_i\} \) with \( j \neq j' \) and a root of unity \( \rho \) in \( G \) such that

\[
\sigma_j(\eta_i + v)/\sigma_{j'}(\eta_i + v) = \rho.
\]

By our choice of \( s \), there are \( v_1, v_2 \in \{0, 1, \ldots, s\} \) with \( v_1 \neq v_2 \) and \( j, j' \in \{1, \ldots, r_i\} \) with \( j \neq j' \) such that

\[
\sigma_j(\eta_i + v_1)/\sigma_{j'}(\eta_i + v_2) = \sigma_j(\eta_i + v_2)/\sigma_{j'}(\eta_i + v_2).
\]

This implies that \( \sigma_j(\eta_i)/\sigma_{j'}(\eta_i) \) which contradicts our choice of \( \eta_i \). Hence there is an element \( \eta_0 \in K_i \) such that \( \sigma_j(\eta_0)/\sigma_{j'}(\eta_0) \) is not a root of unity for \( j, j' \in \{1, \ldots, r_i\} \) with \( j \neq j' \). It is now obvious that \( \eta_i = \eta_i^0/N_{K_i/K}(\eta_i^0) \) satisfies the required conditions.

Let \( t_0 > 0 \) be the greatest integer for which \( r_0 \geq 2 \). If \( t_0 < t - 1 \), then there are pairwise distinct rational integers \( h_{t_0+1}, \ldots, h_t \) such that

(13) \[
\sum_{i=t_0+1}^t a_i h_i = 0.
\]

(For instance, we may take \( h_i = a_i^{-1} \) for \( l = t_0 + 1, \ldots, t - 1 \) and \( h_t = -\sum_{i=t_0+1}^t a_i^{-1} \)). Take \( \xi \in K^* \) such that \( \xi \) is not a root of unity. It is easily seen that there are non-zero rational integers \( h_1, \ldots, h_{t_0} \) such that if we define \( \xi_1, \ldots, \xi_{t_0} \) by

\[
\xi_{i,j} = \begin{cases}
(\sigma_j(\eta_i))^h & \text{for } i \leq t_0 \text{ and } j = 1, \ldots, r_i;
\xi^h & \text{for } i > t_0 \text{ and } j = 1 \text{ if } t_0 < t - 1;
1 & \text{for } i > t_0 \text{ and } j = 1 \text{ if } t_0 = t - 1,
\end{cases}
\]

then \( \xi_{i,j} \) is not a root of unity for \( p, q \in \{1, \ldots, m\} \) with \( p \neq q \).

Let now \( \mathbf{a}_p = (a_1^p, \ldots, a_m^p) \) for \( p = 1, \ldots, m \) and \( \lambda = 1, 2, \ldots \) Then the vectors \( \mathbf{a}_\lambda = (a_{1\lambda}, \ldots, a_{m\lambda}) \) are admissible and pairwise distinct. Since \( r = m \), the matrix
A is invertible. Hence for every \( \lambda \in \mathbb{N} \), there exists a unique \( x_\lambda \in G^m \) such that
\[
A x_\lambda = a_\lambda.
\]
Further, by (11) there exists a \( \beta_\lambda \in K^m \) such that \( a_\lambda = \Omega \beta_\lambda \). This together with (12) shows that
\[
M x_\lambda = \beta_\lambda.
\]
Hence \( x_\lambda \in K^m \). Moreover, \( x_\lambda \in R^m \), where \( R \) denotes the ring generated by the entries of \( A^{-1} \) and by the coordinates of the vectors \( a_\lambda \ (\lambda \in \mathbb{N}) \). The ring \( R \) is obviously finitely generated over \( Z \). Hence there exists a ring \( R \subset K \), containing \( R \cap K \), which is finitely generated over \( Z \). Thus \( x_\lambda \in R^m \) for \( \lambda \in \mathbb{N} \), and, by (14), the \( x_\lambda \) are pairwise distinct. By (13) we have
\[
\prod_{\lambda=1}^{n} z_{\alpha_i,\lambda}^\lambda = 1 \quad \text{for all } \lambda \in \mathbb{N}
\]
which together with (10) and (13) implies
\[
F(x_\lambda) = b_\lambda \quad \text{for all } \lambda \in \mathbb{N}.
\]
We shall now show that for all but finitely many \( \lambda \), \( l(x_\lambda) \neq 0 \) for all \( l \) in \( L \). Let \( l \in L \). Since \( l_1, \ldots, l_m \) are linearly independent, there are \( c_1, \ldots, c_m \in G \), at least two of which are different from zero, such that
\[
l(X) = \sum_{p=1}^{m} c_p l_p(X) \text{ identically in } X = (X_1, \ldots, X_m).
\]
Suppose \( l(x_\lambda) = 0 \). Then
\[
\sum_{p=1}^{m} c_p x_{\lambda p} = 0.
\]
We recall that \( x_{\lambda p} = \xi_{\lambda p}^i \) for \( p = 1, \ldots, m \) and that \( \xi_{\lambda p} / \xi_\lambda \) is not a root of unity for \( p, q \in \{1, \ldots, m\} \) with \( p \neq q \). Putting now \( u_\lambda = \sum_{p=1}^{m} c_p \xi_{\lambda p}^i \), (15) can be written as
\[
u_\lambda = 0.
\]
The sequence \( \{u_\lambda\}_{\lambda \in \mathbb{N}} \) is however a non-degenerate, homogeneous, linear recurrence sequence (cf. [29]). As a consequence of the Skolem–Mahler–Lech theorem (cf. [15], [29]), (16) has only finitely many solutions in \( \lambda \in \mathbb{N} \). This shows indeed that \( l(x_\lambda) \neq 0 \) for all but finitely many \( \lambda \in \mathbb{N} \). By repeating the above argument for each \( l \) in \( L \), one completes the proof of the theorem.

7. Proofs of Theorems 5 and 6. Let \( K \) be a finitely generated extension of \( Q \), \( M \) a finite extension of \( K \) of degree \( n \geq 2 \) and \( G \) a finite, normal extension of \( K \) which contains \( M \). By \( l(X) \) we shall denote the form \( x_1 X_1 + \ldots + x_m X_m \) where \( 2 \leq m \leq n \) and \( x_1, x_2, \ldots, x_m \) are \( K \)-linearly independent elements of \( M \) such that \( M = K(x_2, \ldots, x_m) \). Let \( \sigma_1, \ldots, \sigma_n \) be the \( K \)-isomorphisms of \( M \) in \( G \) and put \( l^0(X) = \sigma_1(x_1) X_1 + \ldots + \sigma_n(x_n) X_n \) for \( i = 1, \ldots, n \). Finally, let \( L_0 = \{ l^1, \ldots, l^n \} \). As we already observed after the statement of Theorem 5, Theorem 5 follows at once from Theorem 2 and Lemma 3 below.

**Lemma 3.** Let \( V \) be a subspace of \( K^n \) with \( \dim V > 0 \). Then the following two statements are equivalent:

(i) \( V \) is \( L_0 \)-admissible and \( L_0 \)-degenerate;

(ii) \( l(V) = \mu M' \) for some \( \mu \in l(V) \setminus \{0\} \) and some field \( M' \) with \( M' \subseteq G \).

**Proof.** First we shall prove the implication (i) \( \rightarrow \) (ii). Let \( V \) be a \( L_0 \)-admissible, \( L_0 \)-degenerate subspace of \( K^n \) and choose \( \mu \in l(V) \) with \( \mu \neq 0 \).

Put \( W' = l(V) \) and \( W = \mu^{-1} l(V) \). Then both \( W \) and \( W' \) are vector spaces over \( K \). Further, \( l \in W \) and \( l \in W' \) have the same dimension over \( K \) which will be denoted by \( p \). Let \( M' \subseteq K \) be the smallest subfield of \( M \) containing \( W \) and let \( [M' : K] = q \). Then \( q \geq p \). The vector space \( W \) has a basis of the form \( \{\alpha_1, \alpha_2, \ldots, \alpha_p \} \) over \( K \). Let \( l(Y) = \alpha_1 Y_1 + \ldots + \alpha_p Y_p \) and put \( l^0(Y) = \sum_{j=1}^{p} \sigma_1(\alpha_j) Y_j \) for \( i = 1, \ldots, n \). Among these linear forms there exist \( q \)-linearly independent forms, \( l^1, \ldots, l^q \), say, such that any other form \( l^0 \) with \( j > q \) is linearly dependent on one of the forms \( l^0 = \{ l^1, \ldots, l^q \} \). It follows from (i) that \( K' \) is \( L_0 \)-admissible and \( L_0 \)-degenerate. Therefore \( l^1, \ldots, l^q \) are linearly independent. This implies however that \( q \leq p \) and hence that \( q = p \). Consequently, \( M' = W' \) and \( l(V) = \mu M' \) which proves (ii).

We shall now show that (ii) \( \rightarrow \) (i). Suppose that \( l(V) = \mu M' \) for some \( \mu \in l(V) \) with \( \mu \neq 0 \) and some field \( M' \) with \( M' \subseteq G \). Then \( V \) is \( L_0 \)-admissible. We shall prove that \( V \) is \( L_0 \)-degenerate. Let \( q = [M' : K] \). We rearrange the \( K \)-isomorphisms of \( M \) such that the distinct \( K \)-isomorphisms of \( M' \) in \( G \) are exactly the restrictions of \( \sigma_1, \ldots, \sigma_q \) to \( M' \), respectively, while for \( q+1 \leq i \leq n \), the restriction of \( \sigma_i \) to \( M' \) is equal to one of the restrictions of \( \sigma_1, \ldots, \sigma_q \) to \( M' \). Hence for \( q+1 \leq i \leq n \), \( l^i \) is linearly dependent on one of the forms \( l^1, \ldots, l^q \) on \( V \). The forms \( l^1, \ldots, l^q \) are linearly independent on \( V \). For suppose that there are elements \( \beta_1, \ldots, \beta_q \) in \( G \), not all zero, such that \( \beta_1 l^1 + \ldots + \beta_q l^q = 0 \). This implies however that for any \( K \)-basis \( \{\alpha_1, \ldots, \alpha_p \} \) of \( M' \), the determinant of the matrix \( (\sigma_i(\alpha_j)) \) is 0 which is impossible. It follows that \( V \) is \( L_0 \)-degenerate. This completes the proof of (i).
We shall now derive Theorem 6 from Theorem 3 and Lemmas 3, 4. Let $R$ be a subring of $K$ which is finitely generated over $Z$ and has $K$ as its quotient field. Let $\mathfrak{N} \subseteq M$ be a finitely generated $R$-module. Let $\mathfrak{N}'$ be the $K$-vector space generated by the elements of $\mathfrak{N}$. Then $\mathfrak{N}'$ has a $K$-basis $\{a_1, \ldots, a_m\}$ such that $\mathfrak{N} \subseteq \mathfrak{N}' = R a_1 + \ldots + R a_m$. This can be seen by taking a set of generators of $\mathfrak{N}$ over $R$, $\beta_1, \ldots, \beta_n$, say, and finding a set of $K$-linearly independent elements $\alpha_1, \ldots, \alpha_m$ of $\mathfrak{N}'$ such that the $\beta_i$ can be expressed as linear combinations in the $\alpha_i$ with coefficients in $R$. We may suppose without loss of generality that $\alpha_1 = 1$. For $m = 1$ Theorem 6 trivially holds with $M' = K$, hence it suffices to consider the case $m \geq 2$. Further, we may assume that $M = K(a_2, \ldots, a_m)$. The solutions of the equation

$$N_{M/K}(b) = b$$

in $\mu \in \mathfrak{N}'$ are, by Theorem 3 and Lemma 3, contained in at most finitely many sets of the form $\mu_0 M'$, where $0 \neq \mu_0 \in \mathfrak{N}$ and $M'$ is a field with $K \subseteq M' \subseteq M$ such that $\mu_0 M' \subseteq \mathfrak{N}'$. Then the same finiteness assertion holds for all solutions $\mu \in \mathfrak{N}$ of (6) with $0 \neq \mu_0 \in \mathfrak{N}$ which are now solutions of (6). Therefore it suffices to show that for every set $\mu M'$ of the type just mentioned, the solutions of (6) in $\mu_0 M' \cap \mathfrak{N}$ are contained in finitely many sets of the type $(\mu U_M) \cap \mathfrak{N}$, where $U_M$ is a solution of (6) in $\mathfrak{N}$ and $U_M$ is the multiplicative group of units in the integral closure $R_M$ of $R$ in $M'$ with $N_{M/K}(b) = 1$. If now $\mu \neq 0 \in \mu_0 M' \cap \mathfrak{N}$ is a solution of (6), then $\mu_0 \mu M' \cap \mathfrak{N} \subseteq b$ and $N_{M/K}(\mu_0^{-1} b)$ is equal to one of the $d$th roots of $N_{M/K}(\mu_0)^{-1} b$, where $d = [M : M']$. Hence the assertion follows from the following lemma with the choice $\mathfrak{N} = M' \cap \mu_0^{-1} \mathfrak{N}$, $\xi = \xi_0^{-1} b$.

**Lemma 4.** Let $\mathfrak{N}$ be a finitely generated $R$-module in $M'$ and let $b \in K^*$. Then all solutions of the equation

$$N_{M’/K}(b) = b$$

are contained in finitely many subsets of the form $(\xi U_M) \cap \mathfrak{N}$, where $\xi$ is a solution of (17).

**Proof.** Our proof of Lemma 4 will contain similar arguments as those used by Laurent [14] in the proof of his Theorem 8. For convenience of the reader, we shall give the complete proof of Lemma 4. As before, $R_M$ and $R_K$ denote the integral closures of $R$ in $M'$ and in $K$, respectively.

By a theorem of Nagata [16], $R_K$ and $R_M$ are finitely generated over $Z$. Further, they are integrally closed (in their quotient fields). Hence on both fields $K$, $M'$ there exist sets of additive valuations $\mathcal{M}_K$, $\mathcal{M}_M$ respectively, having the following properties:

$$R_K = \bigcap_{v_K \in \mathcal{M}_K} \{ x \in K : v_K(x) \geq 0 \}, \quad R_M = \bigcap_{v_M \in \mathcal{M}_M} \{ x \in M' : v_M(x) \geq 0 \}$$

and

$$\begin{cases}
\text{for } x \in K^*, v_K(x) \neq 0 \text{ for all but finitely many } v_K \in \mathcal{M}_K; \\
\text{for } x \in M'^*, v_M(x) \neq 0 \text{ for all but finitely many } v_M \in \mathcal{M}_M.
\end{cases}
$$

Further, every $v_M \in \mathcal{M}_M$ is an extension of some $v_K \in \mathcal{M}_K$. If $V_M$ is an extension of $v_M$ to $M'$ we write $V_M|_p$ and we say that $V$ divides $p$. For every $v_M \in \mathcal{M}_K$ and every $\xi \in M'^*$ we have

$$v_M(N_{M/K}(\xi)) = \sum_{v_M} f_v V_M(\xi),$$

where the sum is taken over all $V$ dividing $p$, and where the $f_v$ are positive integers, the residue class degrees of the $V_M$ with respect to $M'/K$.

For all solutions $\xi$ of (17) and for every $v_M \in \mathcal{M}_K$, we have by (20)

$$\sum_{v_M} f_v V_M(\xi) = v_M(b).$$

Since $\mathfrak{N}$ is finitely generated over $Z$, there are integers $c_m (V_M \in \mathcal{M}_M)$, only finitely many of which are non-zero, such that $V_M(\xi) \geq c_m$ for all $\xi \in \mathfrak{N}$. But, by (19), at most finitely many of the integers $v_M(b)$ are non-zero, hence (21) implies that there are only finitely many distinct tuples $(V_M(\xi); V_M \in \mathcal{M}_M)$ with $\xi \in \mathfrak{N}$ satisfying (17). In view of (18), two elements $\eta_1, \eta_2$ of $M'$ satisfy $V_M(\eta_1) = V_M(\eta_2)$ for all $V_M \in \mathcal{M}_M$, if and only if $\eta_1 = \eta_2$ for some $\xi \in R_M$. All solutions of (17) are therefore contained in finitely many sets of the type $\mathfrak{N} \subseteq M'$, with $\xi \in M'^*$. We may assume that $\xi$ is a solution of (17). Then for any $\xi \in R_K$, for which $\xi \in M'$ is a solution of (17) we have $N_{M/K}(\xi) = 1$. This shows that all solutions of (17) are contained in finitely many sets of the type $(\xi U_M) \cap \mathfrak{N}$, where $\xi$ is a solution of (17).

**8. Proof of the Proposition.** We shall establish two lemmas which are more general than necessary for proving the Proposition. We shall need these lemmas in a later paper.

We shall use the same notation as in Section 2. In particular, $K$ is a field which is finitely generated over $\mathbb{Q}$ and $G$ is a normal extension of $K$ of finite degree $d$. For any linear form $l(x) = a_1 X_1 + \ldots + a_n X_n$ with $a_1, \ldots, a_n \in G$, the forms $l(x)^g = \sigma(x) = \sigma_1(\sigma(x)) + \ldots + \sigma_n(\sigma(x))$ are defined by $g \in G$, where $\sigma_1, \ldots, \sigma_n$ are the distinct $K$-automorphisms of $G$. If $\mathfrak{S}$ is a set of a field $G[X_1, \ldots, X_n]$, we put $\mathfrak{S} = \{ l(x) \in \mathfrak{S} \}$. The set $\mathfrak{S}$ is called self-conjugate if $\mathfrak{S} = \mathfrak{S}^{(1)} = \mathfrak{S}^{(2)} = \ldots = \mathfrak{S}^{(d)}$, in case $G = K$, $\mathfrak{S}$ is trivially self-conjugate. The rank of a set $\mathfrak{S}$ of linear forms with coefficients in $G$, denoted by $\text{rank}_G(\mathfrak{S})$, is defined as the maximal number of linear forms in $\mathfrak{S}$ which are linearly independent over $G$. Let $\mathfrak{G}(\mathfrak{S})$ be defined as in Section 3.

**Lemma 5.** Let $\mathfrak{S}$ be a self-conjugate set of linear forms in $G[X_1, \ldots, X_n]$. Then $\mathfrak{G}(\mathfrak{S})$ has a basis of linear forms with coefficients in $K$.\]
Proof. Let \( \{\omega_1, \ldots, \omega_g\} \) be a \( K \)-basis of \( G \) and let \( l(X) \in \mathcal{S} \). Then there are linear forms \( k_1(X), \ldots, k_g(X) \) with coefficients in \( K \), such that \( l(X) = \sum_{j=1}^{g} \omega_j k_j(X) \). Since \( \mathcal{S} \) is self-conjugate, the forms \( l^n(X) = \sum_{j=1}^{g} \sigma_i(\omega_j) k_j(X) \) (\( i = 1, \ldots, g \)) also belong to \( \mathcal{S} \). However, the determinant of the matrix with entries \( \sigma_i(\omega_j) \) is non-zero. Hence \( k_1(X), \ldots, k_g(X) \) can be expressed as linear combinations of \( l^n(X), \ldots, l^g(X) \). Therefore \( \mathcal{V} (\mathcal{S}) \) is generated by linear forms with coefficients in \( K \). This implies that \( \mathcal{V} (\mathcal{S}) \) has a basis of linear forms with coefficients in \( K \).

Lemma 6. Let \( \mathcal{N}, \mathcal{N}', \mathcal{N}_0, \mathcal{N}_1, \ldots, \mathcal{N}_{s-1} \) be finite, non-empty sets of non-zero linear forms in \( G[X_1, \ldots, X_r] \) (\( s \geq 1, r \geq 2 \)) such that

\[
\mathcal{N}' \text{ is self-conjugate, } \mathcal{N}' \subseteq \mathcal{N}, \mathcal{N} = \mathcal{N}_0 \cup \mathcal{N}_1 \cup \ldots \cup \mathcal{N}_{s-1}.
\]

(22)

\[
\text{if } s \geq 2 \text{ then } \mathcal{V} (\mathcal{N}') \cap \left( \sum_{j \neq i}^{s-1} \mathcal{V} (\mathcal{N}_j) \right) = \{0\} \text{ for } i = 0, \ldots, s-1.
\]

Then there exists an \( \mathcal{N}' \)-admissible, \( \mathcal{N}' \)-degenerate subspace of \( K^s \) of dimension \( r - \text{rank}_0 (\mathcal{N}') + s \).

Proof. We shall prove Lemma 6 under the additional assumption that

\[
\text{for each } i \in \{0, \ldots, s-1\} \text{ and } h \in \{1, \ldots, g\}, \text{ there is an } i' \in \{0, \ldots, s-1\} \text{ with } \mathcal{N}'^j = \mathcal{N}_{j'}.
\]

(24)

For \( s = 1 \) or \( g = 1 \), (24) is trivially true. We shall now show that assumption (24) is no restriction when \( s \geq 2 \) and \( g \geq 2 \). To this end, we define sets \( \mathcal{N}_{k,j} \) (\( k = 1, \ldots, g, j = 0, \ldots, s^k - 1 \)) by

\[\mathcal{N}_{k,j} = \mathcal{N}_{k,1} \cap \mathcal{N}_{k,2} \cap \ldots \cap \mathcal{N}_{k,s^k},\]

where \( j = i_1 s^k + i_2 s^{k-1} + \ldots + i_k s^1 \) with integers \( 0 \leq i_1, \ldots, i_k < s \). Since \( \mathcal{N}' \) is self-conjugate, we have the relations

\[
\mathcal{N}_{k-1,j} = \bigcup_{q=0}^{s-1} \mathcal{N}_{k,j+q} \text{ for } k = 2, \ldots, g, j = 0, \ldots, s^{k-1} - 1.
\]

(25)

We shall show by induction on \( k \) that

\[
\mathcal{V} (\mathcal{N}_{k,j}) \cap \left( \sum_{r=0}^{s^k-1} \mathcal{V} (\mathcal{N}_{k,q}) \right) = \{0\} \text{ for } i = 0, \ldots, s^k - 1.
\]

(26)

By (23), (26) is obvious for \( k = 1 \). Suppose that (26) has been proved for \( k = p-1 \), say, where \( p \geq 2 \). Let \( k = p \) and \( 0 \leq i \leq s^p - 1 \). Write \( i = sj + q \), where \( 0 \leq q \leq s-1 \) and \( 0 \leq j \leq s^p - 1 - q \). Let

\[
l \in \mathcal{V} (\mathcal{N}_{p,j}) \cap \left( \sum_{r=0}^{s^p-1} \mathcal{V} (\mathcal{N}_{p,q}) \right).
\]

By (25) there are forms \( l_i \) in \( \mathcal{V} (\mathcal{N}_{p,j+q}) \) (\( 0 \leq t \leq s-1 \), \( t \neq q \)) and \( \overline{l} \) in \( \sum_{r=0}^{s^p-1} \mathcal{V} (\mathcal{N}_{p-1,\overline{t}}) \) such that

\[
l = \sum_{r=0}^{s^p-1} l_i + \overline{l}.
\]

(27)

The form \( l = \sum_{r=0}^{s^p-1} l_i \) belongs to

\[
\mathcal{V} (\mathcal{N}_{p-1,j}) \cap \left( \sum_{r=0}^{s^{p-1}-1} \mathcal{V} (\mathcal{N}_{p-1,\overline{t}}) \right).
\]

Together with the induction hypothesis, we obtain \( l = \sum_{r=0}^{s^p-1} l_i \). We have, however, \( l \in \mathcal{V} (\mathcal{N}_{p,0}) \), \( l \in \mathcal{V} (\mathcal{N}_{p,1}) \) for \( t 
eq q \) and, by (23),

\[
\mathcal{V} (\mathcal{N}_{p,0}) \cap \left( \sum_{r=0}^{s^{p}-1} \mathcal{V} (\mathcal{N}_{p,1}) \right) = \{0\}.
\]

(28)

This proves that \( l = 0 \). Hence (26) holds for \( k = p \).

Another consequence of (25) is that for \( k = 1, \ldots, g \), at least \( s \) sets among the \( \mathcal{N}_{k,j} \) (\( 0 \leq j \leq s^k - 1 \)) are non-empty. In view of (25), (26) it follows easily that (22), (23), (24) are satisfied if \( \mathcal{N}_0, \ldots, \mathcal{N}_{s-1} \) are replaced by the non-empty sets among \( \mathcal{N}_{0,0}, \ldots, \mathcal{N}_{0,s-1} \). Since there are at least \( s \) such non-empty sets, it suffices to prove Lemma 6 for these non-empty sets, instead of \( s = 0, \ldots, s-1 \).

- From now on, we shall assume that \( \mathcal{N}_0, \ldots, \mathcal{N}_{s-1} \) satisfy (24), too. Let \( \mathcal{N}_{s} \) (\( i = 0, \ldots, s-1 \)) be maximal subsets of \( \mathcal{N}_0, \ldots, \mathcal{N}_{s-1} \) respectively, such that the forms in \( \mathcal{N}_{s} \) are linearly independent and for all \( i \in \{0, \ldots, s-1\} \) and \( h \in \{1, \ldots, g\} \), \( \mathcal{N}_{s}^{(n)} \) is equal to one of the sets \( \mathcal{N}_0^{(n)}, \ldots, \mathcal{N}_{s-1}^{(n)} \). Then, by (23), the forms in \( \mathcal{N}_{s} = \mathcal{N}_0^{(n)} \cup \ldots \cup \mathcal{N}_{s-1}^{(n)} \) are linearly independent. For \( i = 0, \ldots, s-1 \) we construct spaces \( \mathcal{V}_i \) of linear forms in \( G[X_1, \ldots, X_r] \) as follows. Let

\[
\mathcal{N}_i = \{l_1, \ldots, l_{r_i}\} \quad (i = 0, \ldots, s-1).
\]

If \( \mathcal{N}_i = \mathcal{N}_i^{(n)} \), say, then we assume that \( l_{r_i} \) is obtained from \( l_{r_i} \) by applying
Let $V$ be the subspace of $K^n$ defined by

$$ V = \{ x \in K^n : l(x) = 0 \text{ for all } l \in \mathcal{L}_1 \}. $$

There are no linear forms in $K[X_1, \ldots, X_n]$ vanishing identically on $V$ other than those in $\mathcal{V}$. Hence, by (29), $V$ is $\mathcal{L}$-admissible. Denote by $r$ the dimension of $V$. Since, by (29), $\dim \mathcal{V} < m$, we have $r = m - \dim \mathcal{V} \geq 1$.

Let $A : K^n \to V$ be a bijective linear mapping. For any set $\mathcal{F}$ of linear forms in $K[X_1, \ldots, X_n]$, put

$$ \mathcal{F}^A = \{ A : l \in \mathcal{F} \}. $$

Then $\mathcal{V}^A = (0)$ and, by (29), no form in $\mathcal{L}^A$ is identically zero. Further, we have by (30)

$$ \mathcal{V}(\mathcal{L}_1) \cap \mathcal{V}(\mathcal{L}_0 \setminus \mathcal{L}_1)^A = (0). $$

Since $\mathcal{L}_1^A$ and $(\mathcal{L}_0 \setminus \mathcal{L}_1)^A$ are non-empty, this implies that $(\mathcal{L}_0 \setminus \mathcal{L}_1)^A = \mathcal{L}_0^A \setminus \mathcal{L}_1^A$. Thus

$$ \mathcal{V}(\mathcal{L}_1^A) \cap \mathcal{V}(\mathcal{L}_0^A \setminus \mathcal{L}_1^A) = (0), $$

where both sets $\mathcal{L}_1^A$, $\mathcal{L}_0^A \setminus \mathcal{L}_1^A$ are non-empty. But these sets consist of linear forms in $r$ variables, hence $r \geq 2$. Moreover, $\mathcal{L}_1^A$ is self-conjugate. Together with Lemma 6 this implies that there is an $\mathcal{L}^A$-admissible $\mathcal{L}_0^A$-degenerate subspace $W$ of $K^r$ of dimension at least 2. This shows that $\mathcal{V}W$ is an $\mathcal{L}$-admissible, $\mathcal{L}_0$-degenerate subspace of $V$ of dimension $\geq 2$ which contradicts assertion (i) of the Proposition.

We shall now prove the implication (ii) $\Rightarrow$ (i). Suppose that (ii) holds. Let $V$ be an $\mathcal{L}$-admissible subspace of $K^n$ of dimension $r \geq 2$ and let $A : K^n \to V$ be a bijective linear mapping. Then no form in $\mathcal{L}^A$ is identically zero.

Denote by $\mathcal{L}_0$ a maximal set of pairwise linearly independent linear forms in $\mathcal{L}_0^A$. Since $\text{rank}_K(\mathcal{L}_0) = m$, we have $\text{rank}_K(\mathcal{L}_0^A) = r$ and hence $\mathcal{L}_0^A$ has cardinality at least 2. Let $\mathcal{L}_1$ be a proper, non-empty subset of $\mathcal{L}_0^A$. Let $\mathcal{L}_1$ be the largest subset of $\mathcal{L}_0$ with the property that each form in $\mathcal{L}_1^A$ is linearly dependent on one of the forms in $\mathcal{L}_1$. Then each form in $(\mathcal{L}_0 \setminus \mathcal{L}_1)^A$ is linearly dependent on one of the forms in $\mathcal{L}_0 \setminus \mathcal{L}_1$. From (ii) we infer that

$$ \mathcal{V}(\mathcal{L}_1^A) \cap \mathcal{V}(\mathcal{L}_0 \setminus \mathcal{L}_1)^A = \mathcal{V}(\mathcal{L}_1^A) \cap \mathcal{V}(\mathcal{L}_0 \setminus \mathcal{L}_1)^A \neq \emptyset. $$

Thus

$$ \mathcal{V}(\mathcal{L}_1^A) \cap \mathcal{V}(\mathcal{L}_0 \setminus \mathcal{L}_1)^A \neq \emptyset. $$

Therefore, there are linear forms $l_1, \ldots, l_p \in \mathcal{L}_1$, $l_{p+1}, \ldots, l_q \in \mathcal{L}_0 \setminus \mathcal{L}_1$ ($q > p \geq 1$) such that
whence
\[ \sum_{i=1}^{q} x_i l_i = 0 \quad \text{with non-zero } x_i \in K \text{ for } i = 1, \ldots, q. \]

Since the forms in $\mathcal{L}_0$ are pairwise linearly independent, we have $q \geq 3$. Hence $K$ is $\mathcal{L}_0$-non-degenerate. This implies however that $V$ is $\mathcal{L}_0$-non-degenerate, which completes the proof of our Proposition. ■
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