follow that
\[ \sum_{n \leq x} f(n)^2 \sim x \quad \text{as} \quad x \to \infty. \]

On the other hand, it is not hard to show that if there is an \( h = h(x) \) such that \( \log h = o((\log x)^{1/2}) \) and
\[ \frac{1}{2} \int \left( A(u + h) - A(u) - \frac{h}{\log u} \right)^2 du = o(h^2 x (\log x)^{-2}), \]
then both (1) and (7) hold. From (1) and (7) we see that
\[ \sum_{n \leq x} (f(n) - 1)^2 = o(x), \]
from which it follows that \( f(n) \) is near 1 for almost all \( n \).

If we take \( A \) to be the set of prime numbers then we have (1), since this is the prime number theorem. If the Riemann Hypothesis is assumed, then (8) holds for prime numbers with \( h = \exp((\log x)^{1/2}) \), for example. (See [1].)

I am happy to thank Professor Pál Erdős for his comments, and also Professor Carl Pomerance, who pointed out an error in and a simplification of my original argument.
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1. Introduction. The additive property in the title is that of being an essential component. Essential components are traditionally defined via the Schnirelmann density. The *Schnirelmann density* \( \sigma(A) \) of a set \( A \) of integers is defined by the formula
\[ \sigma(A) = \inf A(n)/n, \]
where \( n \) runs over the natural numbers and we use \( A(n) \) to denote the counting function of our set \( A \), that is, the number of its elements between 1 and \( n \) (the nonpositive elements are not taken into account).

This concept of density was introduced by and named after L. G. Schnirelmann [10], who proved the inequality
\[ \sigma(A + B) \geq \sigma(A) + \sigma(B) - \sigma(A) \sigma(B) \]
and used it to show that every set of positive density is a basis, and that the set \( P \) of primes is an asymptotic basis (that is, the sumset \( P + \ldots + P \) with a sufficiently large number of summands contains all large integers), which was the first unconditional result concerning the Goldbach conjecture.

A set \( H \) is called a (Schnirelmann) essential component if \( \sigma(A + H) > \sigma(A) \) whenever \( 0 < \sigma(A) < 1 \). By (1.1), sets of positive density always have this property. The first essential component of density 0 was discovered by Khintchine [4]; it was the set \( Q \) of squares. A few years later Erdős [1] found that every basis is an essential component; he proved this in the effective form
\[ \sigma(A + H) \geq \sigma(A) + \sigma(A)(1 - \sigma(A))/(2h), \]
if \( H \) is a basis of order \( h \). A much stronger version of (1.2) was found by Plünnecke [8]; he proved
\[ \sigma(A + H) \geq \sigma(A)^{1 - 1/h}, \]
which is, in this generality, the best possible order of magnitude.
Write \( \sigma(A) = 1/K \). Since the squares “almost” form a basis of order 3, and the primes “almost” form a basis of order 2, in the sense that \( P + Q + Q \), resp. \( P' + P' \) \((P' = P \cup \{0, 1\})\) has a positive density, by Plünnecke's method one can obtain
\[
\sigma(A + Q) \gg K^{-2/3}, \\
\sigma(A + P') \gg K^{-1/2}.
\]
On the other hand, let \( A \) consist of the numbers that are \( \equiv 1 \mod m \), with, say, \( m = [K] \). Then up to \( K \) the sums \( A + P \), resp. \( A + Q \), are identical with \( 1 + P \) and \( 1 + Q \), and this shows that
\[
\sigma(A + Q) \ll K^{-1/2}, \\
\sigma(A + P') \ll 1/\log K.
\]
For the squares, Plünnecke [6] proved already in 1959
\[
\sigma(A + Q) \gg K^{-3/4}
\]
and later [7] improved it to
\[
\sigma(A + Q) \gg K^{-1/2}
\]
by analytical methods; this means that (1.6) gives the correct order of magnitude. I do not know of any similar investigation concerning the primes. Our first result fills this gap.

**Theorem 1.** Let \( A \) be any set of integers of Schnirelmann density \( \sigma(A) = 1/K \), \( K > 2 \), and let \( P \) denote the set of primes, 0 and 1. We have
\[
\sigma(A + P) \geq c/\log K
\]
with some absolute constant \( c > 0 \).

Clearly no inequality like (1.1) can hold for the asymptotical lower density
\[
\underline{d}(A) = \liminf A(n)/n;
\]
just think of the set of multiples of a fixed number \( m \), and it was much later that Knöse [5] found an analogous but more complicated inequality for the lower density of sums (see also Halberstam-Roth [2]). This seemed to imply that the Schnirelmann density is better suited for the study of set addition than the asymptotic one. On the other hand, the asymptotical density is invariant under translation and the inclusion of a finite number of elements, while the Schnirelmann density is very sensitive to the first elements. Our main objective is to investigate the impact of addition of \( P \) and \( Q \) on the asymptotical lower density of sets; it will turn out that the increment is much greater than in the Schnirelmann case.

2. **Results on the asymptotic density.** As before, we put
\[
P = \{\text{primes} \} = \{2, 3, 5, \ldots\}, \quad Q = \{\text{squares} \} = \{0^2, 1^2, 2^2, \ldots\}.
\]

**Theorem 2.** Let \( A \) be a set of integers with lower asymptotic density \( \underline{d}(A) = 1/K \).

For every \( \varepsilon > 0 \) we have
\[
\underline{d}(A + Q) \geq K^{-\log K - \varepsilon}/\log K
\]
even if \( K \geq K_0(\varepsilon) \). On the other hand, for every \( \varepsilon \) and \( K > K_0(\varepsilon) \) there is a set \( A \) with \( \underline{d}(A) = 1/K \) and
\[
\underline{d}(A + Q) \leq K^{-\log K - \varepsilon}/\log K
\]
A lower estimate of the type \( CK^{-1/2} \) was given by Plünnecke [7]. However, while this was optimal for the Schnirelmann density, we have just seen that the case of the asymptotic density is rather different.

**Theorem 3.** Let \( A \) be a set with \( \underline{d}(A) = 1/K \), \( K > 3 \). We have
\[
\underline{d}(A + P) \geq c/\log \log K
\]
with some absolute constant \( c > 0 \). On the other hand, there is a constant \( C \) such that for every \( K > 3 \) one can find a set \( A \) with \( \underline{d}(A) = 1/K \) and
\[
\underline{d}(A + P) \leq C/\log \log K.
\]

The construction of the examples to show (2.2) and (2.4) is very simple. Choose a positive integer \( m < K \) and let \( A \) be the set of multiples of \( m \). Then obviously
\[
\underline{d}(A) = 1/m > 1/K
\]
(to make the density exactly \( 1/K \), one can select a subset).

In \( A + Q \), a residue class \( a \mod m \) is represented if \( a \) is a quadratic residue modulo \( m \). Now if \( m = p_1 \ldots p_k \) with different odd primes \( p_i \), then the number of quadratic residues is
\[
\frac{p_1 + 1}{2} \cdots \frac{p_k + 1}{2},
\]
hence
\[
\underline{d}(A + Q) \leq 2^{-k}(1 + p_1^{-1}) \cdots (1 + p_k^{-1}).
\]
In \( A + P \), a residue class \( a \mod m \) is represented if there are primes \( p \equiv a \mod m \). This is possible if either \( a \) is a prime divisor of \( m \) or it is coprime to \( m \), hence
\[
\underline{d}(A + P) = \frac{k + \varphi(m)}{m} = k/m + (1 - p_1^{-1}) \cdots (1 - p_k^{-1}),
\]
where \( \varphi \) denotes Euler's function.
Now let \( m = p_1 p_2 \ldots p_k \), the product of the first \( k \) odd primes where \( k \) is selected so that
\[
p_1 \ldots p_k \leq K < p_1 \ldots p_k p_{k+1}.
\]
(2.2) and (2.4) now follow from (2.5), (2.6) and the well-known estimates for \( p_k \) and the related products (see Hardy–Wright [3]).

3. Preliminaries. Our proof follows Schnirelmann's footsteps. We take all the sets \( a + R \ (R = P \ or \ Q), \ a \in A \), show that the intersection of any two is comparatively thin and we infer that the union must be big. This is expressed in the following lemma.

**Lemma 3.1.** Let \( X_1, \ldots, X_n \) be finite sets,
\[
Y = \bigcup X_i, \quad S = \sum_{i < j} |X_i \cap X_j|, \quad S_2 = \sum_{i < j} |X_i \cap X_j|.
\]
(3.2)
We have
\[
|Y| \geq S^2/(S + 2S_2).
\]
(3.3)
This is not the best possible estimate for \( |Y| \) in terms of \( S \) and \( S_2 \), but for our purposes even the weaker
\[
|X| \geq \frac{1}{2} \min(S, S^2/S_2)
\]
(3.4)
suffices.

The proof of Lemma 3.1 is standard. Let \( f_i \) be the indicator function of \( X_i \), \( g \) that of \( Y \) and apply the Cauchy–Schwarz inequality for \( g \) and \( \sum f_i \).

4. The primes. Put \( T = A + P \). To prove Theorems 1 and 2 we need a lower estimate for \( T(x) \) for large \( x \).

**Lemma 4.1.** The number of positive integers \( n \leq x \) for which both \( n + a \) and \( n + b \) are primes \((a \neq b)\) is
\[
\leq c_1 \frac{x}{\log^2 x} g(a-b),
\]
where \( c_1 \) is an absolute constant and
\[
g(n) = \prod_{p \mid n-a} (1 + 1/p).
\]

This is a standard application of Brun's or Selberg's sieve and it can be explicitly found in Prachar [9].

Let \( A^* = A \cap [1, x/2] \) and \( P^* = P \cap [1, x/2] \). Clearly \( |A* + P*| \) is a lower estimate for \( T(x) \). We apply Lemma 3.1, in the form (3.4) for the sets \( X_a = A + P^* \), \( a \in A^* \). Obviously
\[
S = \sum |X_a| = |A^*| |P^*| = A(x/2) \pi(x/2).
\]
(4.2)
For different \( a \) and \( b \) we have by Lemma 4.1
\[
|X_a \cap X_b| \leq c_1 \frac{x}{\log^2 x} g(a-b).
\]
(4.3)

**Lemma 4.4.** Let \( B \subset [1, y] \) a set of integers, \( |B| \geq y/L \), \( L \geq 3 \). We have
\[
\sum_{b \in B} g(b) \leq c_2 |B| \log \log L.
\]
(4.5)

Let us assume this lemma now and postpone its proof to the end of this section.

By (4.2) and (4.3) we have for any fixed \( a \)
\[
\sum_{b \neq a} |X_a \cap X_b| \leq c_3 \frac{x}{\log^2 x} \log \log M
\]
(4.6)
where \( M = \max (3, x/A(x/2)) \).

Now we apply Lemma 3.1 in the form (3.4). This yields
\[
T(x) \geq c_5 \min \left( \frac{1}{\log x}, \frac{x}{\log \log x} \right).
\]
(4.7)
where \( l = A(x/2) \).

To obtain Theorem 1, we apply \( l \geq x/(2K) \) by the Schnirelmann density condition and then (4.7) yields the required estimate for \( x \geq 2K \); for \( x < 2K \) we use the obvious \( T(x) \geq 1 + \pi(x) \).

To obtain Theorem 3, we observe that the condition \( d(A) = 1/K \) implies \( l \geq x/(3K) \) for large \( x \) and then (4.7) yields
\[
d(T) \geq c_6 \log \log K.
\]

**Proof of Lemma 4.4.** By the power-mean inequality we have with any \( k \geq 1 \)
\[
B^+ \overset{\Delta}{=} |B|^{-1} \sum_{b \in B} g(b) \leq (|B|^{-1} \sum_{b \in B} g(b)^{1/k})^{1/k} \leq |B|^{-1/k} (\sum_{n \in y} g(n)^{1/k})^{1/k}.
\]
(4.8)
We represent the function \( g(n)^k \) in the form
\[
g(n)^k = \sum_{d \mid n} h(d).
\]

Since \( g \) is multiplicative, so is \( h \), and clearly
\[
h(p^j) = g(p)^k - g(p^{j-1})^k = \begin{cases} (1 + 1/p)^{k-1} & \text{for } j = 1, \\ 0 & \text{for } j \geq 2. \end{cases}
\]
Hence
\[
\sum_{p \in y} g(n)^k = \sum_{d \in y} h(d) \leq y \sum_{d \in y} h(d)/d \leq y \prod_p (1 + h(p)/p).
\]
To estimate this product we distinguish the cases \( p \leq k \) and \( p > k \). For \( p \leq k \) we use

\[
1 + h(p)/p \leq 1 + h(p) = (1 + 1/p)^k,
\]
whence

\[
\prod_{p \leq k} (1 + h(p)/p) \leq \prod_{p \leq k} (1 + 1/p)^k \leq (c_3 \log k)^k \quad (k \geq 2)
\]
with an absolute constant \( c_3 \).

For \( p > k \) we have

\[
(1 + 1/p)^k \leq e^{k/p} \leq 1 + 2k/p,
\]
thus

\[
\prod_{k \leq p} (1 + h(p)/p) \leq \prod_{k \leq p} (1 + 2k/p^2) \leq \exp 2k \sum_{p > k} p^{-2} \leq c_4.
\]

Thus we obtained

\[
\sum_{n \in y} g(n)^k \leq y(c \log k)^k.
\]

Combined with (4.8) this means

\[
\beta \leq (y/|B|)^{1/k} \log k.
\]

Lemma 4.4 follows by taking \( k = \max(2, \log (x/|B|)) \).

5. The squares. Now we put \( T = A + \mathcal{Q} \). The proof will be parallel to that in the previous section, with much difference in the details. To estimate \( T(x) \) like there, we need a bound for

\[
|(Q + a) \cap (Q + b)|.
\]

This is the same as the number of solutions of

\[
a - b = m^2 - n^2 = (m - n)(m + n).
\]

This is, in general, too large; we need a quantity that is bounded (on the average). This can be achieved by restricting the choice of \( a, b \) to small numbers and of \( m, n \) to big ones. To be more exact, let

\[
A^* = A \cap [1, L \sqrt{x}], \quad Q^* = Q \cap [x/4, x - L \sqrt{x}].
\]

Clearly

\[
T(x) \geq |A^* + Q^*|.
\]

Let \( \tau_L(n) \) denote the number of divisors of \( n \) up to \( L \).

**Lemma 5.1.** For \( a, b \in A^* \), \( a \neq b \), we have

\[
|(Q^* + a) \cap (Q^* + b)| \leq \tau_L(a - b).
\]

**Proof.** Assume \( a > b \). A solution \((m, n)\) of the equation

\[
a - b = m^2 - n^2 = (m - n)(m + n)
\]

is uniquely determined by the value of \( d = m - n \), which is a positive divisor of \( a - b \) and which is at most \( L \), since \( m, n \in \mathbb{Q}^* \) means \( m, n \geq \sqrt{x}/2 \) and hence

\[
d = m - n = \frac{a - b}{m + n} \leq \frac{L \sqrt{x}}{\sqrt{x}} = L.
\]

We need also an analogue of Lemma 4.4.

**Lemma 5.2.** Let \( B = [1, y] \) be a set of integers, \(|B| \geq y/|L|, \ L \geq 3\). For every \( \varepsilon > 0 \) we have with a suitable constant \( c_4 \)

\[
\sum_{b \in B} \tau_L(b) \leq c_4 |B| L^{(\log 2 + \varepsilon) \log \log L}.
\]

We assume this lemma now and postpone its proof to the end of this section.

Put \( L = 3K \); for large \( x \) we have

\[
S = |Q^*|/|A^*| \geq A(L \sqrt{x})(\sqrt{x}/2 - L) > x.
\]

By Lemma 5.2, for a fixed \( a \) we have

\[
\sum_{b \in Q^* \setminus a} |Q^* + a \cap (Q^* + b)| \leq c_4 |A^*| L^{(\log 2 \log \log L)}
\]

and now an application of Lemma 3.1 yields Theorem 2.

**Proof of Lemma 5.2.** Like in (4.8), we have

\[
\beta \equiv |B|^{-1} \sum_{b \in B} \tau_L(b) \leq |B|^{-1} (\sum_{n \in y} \tau_L(n)^k)^{1/k}.
\]

We assume \( k \) to be an integer. \( \tau_L(n)^k \) is the number of \( k \)-tuples \((d_1, \ldots, d_k)\) where every \( d_i \), thus

\[
\sum_{n \in x} \tau_L(n)^k \leq x \sum_{d_1, \ldots, d_k \leq L} [d_1, \ldots, d_k]^{-1}.
\]

**Lemma 5.5.** Let \( d_1, \ldots, d_k \) be natural numbers. For a set \( J \subset I = [1, \ldots, k] \)

write

\[
A_J = \gcd \{d_i : i \in J\},
\]

\[
\delta_J = A_J / \gcd \{d_i : j \in J, \text{ lcm } \{d_j : j \neq i\}\}.  
\]
We have $\delta_0 = 1,
(5.6) \prod_j \delta_j = [d_1, \ldots, d_k]
and
(5.7) \quad d_j = \prod_{j \neq j'} \delta_j$
for all $j$.

For a proof, just compare the exponent of an arbitrary prime in both sides of (5.6) and (5.7).

(5.7) shows that (i) if all the $d_j$ are $\leq L$, then so are all the $\delta_j$, (ii) for two different $k$-tuples, the corresponding systems $(\delta_j)$ will also be different.

By the Lemma we have
\[\sum_{d_1, \ldots, d_k \leq L} [d_1, \ldots, d_k]^{-1} \leq \sum_{\delta_j \leq L} \left( \prod_{j \neq j'} \delta_j \right)^{-1}\]
\[\leq \left( \sum_{d \leq L} 1/d \right)^{2k-1} \leq (1 + \log L)^{2k-1}.
\]

Combining our estimates we obtain
\[
\beta \leq \frac{\gamma}{(\gamma/\beta)^2}(1 + \log L)^{2k-1/2k}.
\]

To obtain the Lemma, we put
\[k = \left[ \frac{\log \log L}{\log 2 + \epsilon} \right].
\]

This concludes the proof of Lemma 5.2 and hence that of Theorem 2.

6. Concluding remarks. Since we are interested in small densities, according to the terminology of Plünnecke, we are speaking about extraordinary components (außennordentliche Komponente) rather than essential components. He calls a set $H$ an extraordinary component if the impact function (Wirkungsfunktion)

\[f(x) = \inf \{ \sigma(A + H) : \sigma(A) \geq x \}\]
satisfies $f(x)/x \to \infty$ as $x \to 0$. It is known that there are extraordinary components that are not essential components and it seems likely but is not yet proved that every essential component is an extraordinary component.

With my method it would be possible to determine this impact function for the sets $P$ and $Q$ and small values of $x$ exactly, but it does not work for any thinner set. For the set of cubes rather than the squares I cannot tell anything nontrivial. On the other hand, Plünnecke's method of [7] works equally well also in this case and yields $f(x) \asymp x^{1/2}$. Obviously $f(x) \ll x^{1/3}$ and one would think this is the correct order of magnitude. Also I feel that for the cubes and the asymptotical density the set of multiples of a "highly composite" $m$ is about the worst possible, thus

\[f(1/K) \gg K^{-\epsilon \log \log K}
\]

with some $\epsilon > 0$, but presently I have no idea of how to prove this.
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