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Introduction. In this paper we shall study the diophantine equation
\[ x^2 - D = 2^n \] (\(D \in \mathbb{Z}\)) in the positive integers \(x, n\). The equation \(x^2 + 7 = 2^n\) is known as the Ramanujan–Nagell equation. It was solved by several authors [see Hasse [6]] and has five solutions, namely \((x, n) = (1, 3), (3, 4), (5, 5), (11, 7), (181, 16)\).

In 1960 Apéry [1] proved that the equation \(x^2 - D = 2^n\) (\(D < 0, D \neq -7\)) has at most two solutions. Browkin and Schinzel [4] conjectured that this equation has two solutions if and only if \(D = -23\) or \(1 - 2^k\) for some \(k > 3\). Schinzel ([7], p. 212) partly resolved this conjecture by proving that, unless \(D = 1 - 2^k\), the equation has at most one solution with \(n > 8\). In Theorem 2 of the present paper we prove the Browkin–Schinzel conjecture.

Theorems 3 and 4 deal with the equation \(x^2 - D = 2^n\) (\(D > 0\)). In Theorem 4 we prove that this equation has at most four solutions. Surprisingly it turns out to be possible to construct infinitely many equations each one admitting precisely four solutions. In Theorem 3 a complete classification is given for those equations with \(0 < D < 10^{14}\) having exactly three or four solutions. I have not found any reference to the case \(D > 0\) except for a remark by Hasse ([6], p. 100) and a few congruence considerations by Browkin, Schinzel ([4], p. 311).

Theorems 2, 3 and 4 depend on Corollary 1 of Theorem 1 which states that \(n < 435 + 10 \log \log D / \log 2\) for any solution \((x, n)\). This result makes it possible to solve a given equation \(x^2 - D = 2^n\) in finitely many steps. Theorem 1 gives a good lower bound for the approximation to \(\sqrt{2}\) by rational numbers whose denominators are a power of two. The proof of this theorem uses so-called hypergeometric functions. In 1937 Siegel [8] introduced these functions in the theory of diophantine approximations. By refining Siegel’s method Baker [2] succeeded in giving a good lower bound for the rational approximations to \(\sqrt{2}\). The proof of Theorem 1 is in fact an adaptation of Siegel’s method.
Theorem 5 is an analogue of Theorem 1 for some integers other than two. We do not work out the applications of this theorem here. The appendix of this paper contains a list of all equations \( z^n - D = 2^n \) with \(|D| < 1000 \) which have two or more solutions, together with their solutions.

It also contains some numerical results which are used in the proofs. I would like to thank R. Brau for performing the required calculations on a computer and finally Prof. R. Tijdeman, who introduced me to the subject and assisted me during the preparation of this paper.

1. Preliminary remarks on hypergeometric functions. A hypergeometric function \( F(a, \beta, \gamma, z) \) is defined by the series

\[
1 + \frac{a \cdot \beta}{1} z + \frac{a(a+1) \beta(\beta+1)}{1 \cdot 2 \gamma(\gamma+1)} z^2 + \ldots,
\]

which converges for all \( |z| < 1 \) and for \( z = 1 \) if \( \gamma - a - \beta > 0 \). Furthermore \( F(a, \beta, \gamma, z) \) satisfies the differential equation

\[
z(n-1) F'' + ((a + \beta + 1) z - \gamma) F' + a \beta F = 0.
\]

(For these and other properties of hypergeometric functions see Forsyth [5], Bieberbach [3], Siegel [8], Baker [2] and [9].)

**Lemma 1.** Let \( n_1, n_2 \) be positive integers such that \( n = n_2 + n_1, n_2 \geq n_1 \).

Put \( G(z) = F(-\frac{1}{2} - n_2, -n_1, -n, z), H(z) = F(\frac{1}{2} - n_2, -n_2, -n, z) \) and

\[
E(z) = \frac{F(n_2 + 1, n_2 + \frac{1}{2}, n + 2, z)}{F(n_2 + 1, n_2 + \frac{1}{2}, n + 2, 1)}.
\]

Then \( G(z) \) and \( H(z) \) are polynomials of degree \( n_1 \) and \( n_2 \) respectively and

\[
G(z) - V^{1 - z} H(z) = z^{n_2+1} G(1) E(z).
\]

**Proof.** It is easily checked, that \( G(z), V^{1 - z} H(z) \) and \( z^{n_2+1} F(n_2 + 1, n_2 + \frac{1}{2}, n + 2, z) \) satisfy the differential equation

\[
z(n-1) F'' + ((n - n_2) z - n) F' + n_2(n_2 + 1) F = 0.
\]

Hence there exists a linear relation between these functions. By substituting \( z = 0 \) and \( z = 1 \) we find that this relation is given by

\[
G(z) - V^{1 - z} H(z) = z^{n_2+1} G(1) E(z).
\]

**Lemma 2.** Let \( G(z), H(z), n_1, n_2 \) be defined as in Lemma 1. Then

(a) \( |G(z) - V^{1 - z} H(z)| < G(1) |z|^{n_2+1} \) for \( |z| < 1 \),

(b) \( G(1) < G(z) < G(0) = 1 \) for \( 0 < z < 1 \),

(c) \( G(1) = \binom{n}{n_1} \prod_{m=1}^{n_2} \left(1 - \frac{1}{2m}\right) \).

**Proof.** Since \( F(n_2 + 1, n_2 + \frac{1}{2}, n + 2, z) \) has only positive coefficients, we have

\[
|F(n_2 + 1, n_2 + \frac{1}{2}, n + 2, z)| < F(n_2 + 1, n_2 + \frac{1}{2}, n + 2, 1) \text{ for } |z| < 1.
\]

Hence \( |E(z)| < 1 \) and by Lemma 1 we find assertion (a). Secondly, notice that

\[
G(z) = G(1) F(-\frac{1}{2} - n_2, -n_2, 1 - z).
\]

\( F(-\frac{1}{2} - n_2, -n_2, 1 - z) \) as a polynomial in \( 1 - z \) has positive coefficients, since \( n_2 \geq n_1 \). This implies

\[
G(1) < G(z) = G(1) F(-\frac{1}{2} - n_2, -n_2, 1 - z) < G(0) \text{ for } 0 < z < 1.
\]

Thirdly, by substituting \( z = 0 \) we find

\[
G(1) = G(1) F(-\frac{1}{2} - n_2, -n_2, 1) = \frac{G(0) F(n + 1, 1)}{F(n_2 + 1, 1)}.
\]

According to a well-known formula due to Gauss (see [3]) we have

\[
F(-\frac{1}{2} - n_2, -n_2, 1) = \frac{G(0) F(n + 1, 1)}{F(n_2 + 1, 1)}.
\]

Hence

\[
G(1) = \binom{n}{n_1} \prod_{m=1}^{n_2} \left(1 - \frac{1}{2m}\right).
\]

**Lemma 3.** Both \( \binom{n}{n_1} G(4z) \) and \( \binom{n}{n_2} H(4z) \) are polynomials with integer coefficients.

**Proof.**

\[
\binom{n}{n_1} G(4z) = \binom{n}{n_1} \sum_{k=0}^{n_2} \binom{n_2 + 1}{k} \frac{m_1(n_1 - 1) \ldots (m_1 - k + 1)}{n - 1 \ldots (n - k + 1)} (-4z)^k
\]

\[
= \sum_{k=0}^{n_2} \binom{n_2 + 1}{k} \frac{n!}{n_1! n_2!} \frac{m_1(n_1 - 1) \ldots (m_1 - k + 1)}{n - 1 \ldots (n - k + 1)} (-4z)^k
\]

Since \( \binom{n_2 + 1}{k} 4^k \in \mathbb{Z} \) it follows that \( \binom{n}{n_1} G(4z) \in \mathbb{Z}[z] \). In a completely analogous way we find

\[
\binom{n}{n_2} H(4z) = \sum_{k=0}^{n_2} \binom{n_2 + 1}{k} \binom{n_2 - k}{n_2} (-4z)^k \in \mathbb{Z}[z].
\]
Lemma 4. Denote
\[ G^*(z) = F\left(-\frac{1}{2} - (n_2 + 1), -(n_2 + 1), -(n_2 + 2), z\right), \]
\[ H^*(z) = F\left(\frac{1}{2} - (n_2 + 1), -(n_2 + 1), -(n_2 + 2), z\right). \]
Then
\[ G^*(z) R(z) - H^*(z) G(z) = e \cdot \tilde{a}_{n+1} \]
for some constant \( e \neq 0 \).

Proof. According to Lemma 1 we have
\[ G(z) - \sqrt{1 - z} H(z) = \tilde{a}_n F(z) \]
and
\[ G^*(z) - \sqrt{1 - z} H^*(z) = \tilde{a}_{n+1} F^*(z) \]
for some hypergeometric functions \( F, F^* \). By eliminating \( \sqrt{1 - z} \) we find that \( G^* H - H^* G \) is divisible by \( \tilde{a}_{n+1} \). Since it is a polynomial of degree \( n+1 \), we find the above lemma. A calculation of the coefficient of \( \tilde{a}_{n+1} \) in \( G^* H - H^* G \) shows that the constant \( e \) is non-zero.

2. In this section we prove Theorem 1, which enables us to prove Theorems 2, 3 and 4. Before we proceed, we prove

Lemma 5. Let \( k, n \in \mathbb{N} \). If \( n \geq 3k \) then \( \binom{n}{k} < \left(\frac{3}{4}\right)^{n-k} \).

Proof. Assume \( n = 3m + \delta \) for some \( m \in \mathbb{N}, \delta \in \{0, 1, 2\} \). Then
\[ \binom{n}{k} = \binom{3m + \delta}{k} \leq \binom{3m + \delta}{m} \]
for all \( m \geq 2 \), \( \delta \in \{0, 1, 2\} \). This implies
\[ \binom{3m + \delta}{m} \leq \left(\frac{27}{4}\right)^{m-1} \binom{n}{2m} \leq \left(\frac{27}{4}\right)^{m-1} \left(3 + \delta\right)^{n-2m} \]
Hence our lemma follows.

Theorem 1. Let \( p \) be an odd power of 2. Then for all \( x \in \mathbb{Z} \),
\[ \left|\frac{x}{2} - \frac{2}{p} \right| < 2^{-45.5} \]
Proof. It is well known that \( 181^2 + 7 = 2^{16} \). Put \( \omega = 2^{16} \) and \( \delta = 7 \). Throughout this section \( G, H, n, n_1, n_2 \) will be defined as in Section 1.

By Lemma 2 we have
\[ \frac{A}{\omega^{1/2}(4\omega)^{n_1}} \frac{\delta}{\omega} < \frac{B}{\omega} \frac{\delta}{\omega} \]
and
\[ \frac{A}{\omega^{1/2}(4\omega)^{n_2}} \frac{\delta}{\omega} < \frac{B}{\omega} \frac{\delta}{\omega} \]
for integers \( A, B \) and \( A \neq 0 \) by Lemmas 2 and 3. Let \( x \in \mathbb{Z} \) and let \( p \) be a positive odd power of 2. Put \( \varepsilon = \frac{x}{p} \).

Insert \( \varepsilon = \delta / \omega \) and put
\[ \frac{A}{\omega^{1/2}(4\omega)^{n_1}} \frac{\delta}{\omega} < \frac{B}{\omega} \frac{\delta}{\omega} \]
and
\[ \frac{A}{\omega^{1/2}(4\omega)^{n_2}} \frac{\delta}{\omega} < \frac{B}{\omega} \frac{\delta}{\omega} \]
where \( A \) and \( B \) are integers and \( A \neq 0 \) by Lemmas 2 and 3. Let \( x \in \mathbb{Z} \) and let \( p \) be a positive odd power of 2. Put \( \varepsilon = \frac{x}{p} \).

Adding this to
\[ 1 - \frac{\delta}{\omega} \frac{B}{\omega} \frac{\delta}{\omega} \]
we find
\[ \frac{A}{\omega^{1/2}(4\omega)^{n_1}} \frac{\delta}{\omega} < \frac{B}{\omega} \frac{\delta}{\omega} \]
and
\[ \frac{A}{\omega^{1/2}(4\omega)^{n_2}} \frac{\delta}{\omega} < \frac{B}{\omega} \frac{\delta}{\omega} \]
Let \( \lambda \in \mathbb{N} \) be such that \( 4\omega / \lambda > (p / \omega)^{1/2} \), and choose \( n_1, n_2 \) such that \( \frac{\delta}{\omega} < n_1 < \frac{\delta}{\omega} + 1 \), \( n_2 = n_1 + \lambda \). Notice that we have two choices for \( n_1 \). We choose \( n_1 \) such that the expression (2) for \( K \) is non-zero. This is possible, for if \( K = 0 \) for both choices of \( n_1 \), we would have \( (G^*H - G^*H)(\delta / \omega) = 0 \), where \( G, H \) correspond to one and \( G^*H \) to the other choice of \( n_1 \). This is impossible in view of Lemma 4. Since \( p \) and \( \omega \) are odd powers of 2, and since \( \omega^{1/2}(4\omega)^{n_2} = \omega^{1/2}(4\omega)^{n_2} > p^{13} \) we have
\[ \frac{1}{\omega^{1/2}(4\omega)^{n_2}} \leq K < \varepsilon^{1/2} \frac{4\omega^{n_1}}{\omega} \frac{\delta}{\omega} \]
Hence
\[ 1 < \varepsilon^{1/2} \frac{4\omega^{n_1}}{\omega} \frac{\delta}{\omega} \]
Assume \( \lambda \gg 10 \). Then \( n_2 \gg 6 \) and by Lemma 2 we find that
\[ \frac{\delta}{\omega} \frac{B}{\omega} \frac{\delta}{\omega} < \frac{1}{4} \]
The second term on the right-hand side of (3) can be estimated by
\[ \frac{1}{4} = \omega^{1/2}(4\omega)^{n_2} \frac{\delta}{\omega} \frac{B}{\omega} \frac{\delta}{\omega} \]
and
\[ 1 = \omega^{1/2}(4\omega)^{n_2} \frac{\delta}{\omega} \frac{B}{\omega} \frac{\delta}{\omega} \]
and since \( n_1 \geq \frac{1}{3}l - \frac{3}{2} \) this is bounded by
\[
\frac{1}{4} \frac{\delta}{w^{1/2}} \binom{\frac{3}{2}l - \frac{3}{2} + 1}{w^{1/2}} < 1/2.
\]
The first term on the right-hand side of (3) can be estimated as follows. We have by Lemma 2 that
\[
|A| = (4w)^n \binom{n}{n_1} G \left( \frac{5}{w} \right) < (4w)^n \binom{n}{n_1}.
\]
Since \( n = 2n_1 + l \) and \( n_1 \geq \frac{1}{3}l + 1 \) and \( \lambda \geq 10 \) we easily see that \( n \geq 3n_1 \), so Lemma 5 can be applied. We now find
\[
|A|v^{1/2}(4w)^{n_1 - n_1} < \binom{n_1}{n_1} v^{n_1/2}(4w)^{1/4 - 1/4} \left( \frac{3}{2w} \right)^{1/2n_1} \frac{1}{2n_1} (4w)^{1/4 - 1/4} n_1.
\]
and since \( n_1 \leq \frac{1}{2}l - 1 \) this is bounded by
\[
\frac{1}{2} \left( \frac{3}{2w} \right)^{1/2} \left( \frac{36w}{2n_1} \right)^{1/2} < 2^{-n_1 + 1} (4w)^{1/4 - 1/4}.
\]
We have chosen \( \lambda \) such that \( (4w)^{1/4} < 4w(p/w)^{1/2} \). Thus we find that the first term on the right-hand side of (3) is bounded by
\[
2^{-n_1/2} (4w)^{1/4 - 1/4} < 2^{-n_1/2} (4w)^{1/4 - 1/4} \cdot 4^{-n_1} < 2^{-1/2} \cdot 4^{-n_1},
\]
and finally inequality (3) becomes
\[
1 < 2^{-1/2} \cdot 4^{-n_1}.
\]
Hence \( \epsilon > 2^{-1/2} \cdot 4^{-n_1} \), and our theorem is proved for the case \( \lambda \geq 10 \). Now assume that \( \lambda < 10 \). Then \( p < 4w(4w)^{2/3} < 2^{1/3} \). From \( |x^2 - p| \geq 1 \) it follows that
\[
\left| \frac{x}{p^{1/2}} - 1 \right| \leq \frac{1}{4p} < \frac{1}{4p^{1/2}} P^{-s,9} > \frac{1}{24^{1/2} d^{1/2} D^{-s,9}},
\]
which proves our theorem.

3. Consequences of Theorem 1. Let \( D \in \mathbb{Z} \), \( D \neq 0 \).

COROLLARY 1. If the equation \( x^2 - D = 2^n \) has a solution \( (x, n) \), then \( n < 435 + 10 \log |D| / \log 2 \).

Proof. If \( n \) is even then it follows that \( |D| = |x^2 - 2^n| > 2^{n/2} \). Hence \( n < 2 \log |D| / \log 2 \).

If \( n \) is odd, then by Theorem 1 we have
\[
\left| \frac{x}{p^{1/2}} - 1 \right| > 2^{-l} \cdot 2^{-4.5}.
\]
On the other hand, \( 2^2 - D = 2^n \) implies \( |x|/2^{n/2} - 1 | < D/2^n \). These two inequalities imply \( n < 435 + 10 \log |D| / \log 2 \).

COROLLARY 2. If \( |D| < 2^n \) and \( x^2 - D = 2^n \) has a solution \( (x, n) \), then
\[
n < 18 + 2 \log |D| / \log 2.
\]
Proof. We may assume that \( n \) is odd. If \( |D| < 2^n \) then \( n < 1305 \) according to Corollary 1. Let \( x^2 = \sum k=0^\infty a_k 2^{-k} \) with \( a_k \in \{0, 1\} \) for all \( k \). The values of \( a_k \) for \( k < 700 \) are given in the appendix. It follows from Table III that \( |x^2 - 2^n| \geq 2^{n/2} \) for \( n < 1305 \). Combining this estimate with \( |x^2 - 2^n| < |D|/2^n \) we find \( n < 18 + 2 \log |D| / \log 2 \).

4. Theorem 2. Let \( D \in \mathbb{N} \) be odd. The equation \( x^2 + D = 2^n \) has two or more solutions in positive integers \( x, n \) if and only if \( D = 7, 23 \) or \( 2^{k-1} \) for some \( k \geq 4 \). The solutions in these exceptional cases are given by

(a) \( D = 7 \), \( (x, n) = (1, 3), (1, 4), (5, 5), (11, 7), (181, 15), \)

(b) \( D = 23 \), \( (x, n) = (3, 5), (45, 11) \),

(c) \( D = 2^{k-1} \) (\( k \geq 4 \)), \( (x, n) = (1, k), (2k-1, 2k-2) \).

Proof. We first treat the case \( D \neq -1 \) (mod 8). Suppose there exist two solutions \( (y, l) \) and \( (z, m) \) say. Since \( y \) and \( z \) are odd, we have \( y + z = 2l \) (mod 8) and \( y - z = 2m \) (mod 8). Furthermore, \( D \neq -1 \) (mod 8) and hence \( l, m < 3 \). This implies \( 1 + D = 2l \neq 2m = D + 1 \) (mod 8), which is a contradiction.

Now assume \( D = -1 \) (mod 8). Let \( (x, n) \) be the smallest positive integer such that \( M^2 + b^2 = 2^{n+2} \) for some positive integers \( M, b \). The following fact is well known (see Hasse [6], pg. 83-85, Apéry [1]). If there exist integers \( a, r \) such that \( a^2 + D = 2^{n+2} \) then \( b = 1 \) and \( e \). Moreover, for the Lucas-sequence given by \( a_0 = 2, a_1 = -D^2, a_2 = 1, a_3 = 0 \) we have \( |ae| = 1 \). Conversely, it is an index \( n \) such that \( |a_n| = 1, x^2 + D = 2^{n+2} \) for some \( x \in \mathbb{N} \). We are going to search for all Lucas-sequences of the type \( a_0 = -D^2, a_1 = -D^2, \) with \( |a_n| = 1 \) for some \( n > 1 \).

Assume \( |a_n| = 1 \) and \( m \cdot e \) is even. This implies \( x^2 + D = 2^{n+2} \) for some \( x \in \mathbb{N} \). Observe that \( 2^{n+2} > D = 2^{n+2} - x^2 > 2^{n} + 1, 1 \) and hence \( m < 2 \). The solutions for the equation \( x^2 + D = 2^n \) yielded by \( |a_n| = 1 \) and \( |a_1| = 1 \) are \( (x, n) = (1, 2 + 2 \cdot e) \) and \( (2^{n+1} + 1, 2 + 2 \cdot e) \).

Assume \( |a_n| = 1 \) and \( m \cdot e \) is odd. This implies \( x^2 + D = 2^{n+4} \) for some \( x \in \mathbb{N} \). We distinguish two cases depending on whether \( D \) exceeds \( 2^{9} \) or not.
(I) $D < 2^m$. From Corollary 2 of Theorem 1 it follows that $2 + \alpha \eta < 18 + \log(D)\log 2$. Further $2^{1+\alpha} = M^2 + D$ implies $\varepsilon > (\log D)/(\log 2) - 2$. Hence, by $D \geq 7$,

$$m < \frac{\log 2}{\log(D/4)} + 2 < 27.$$  

$D = 7$ implies by definition $\varepsilon = 1$, $M = 1$. The corresponding recurrent sequence is $a_n = a_{n-1} - 2a_{n-2}$. For $m \leq 26$ the only values with $|a_m| = 1$ are given by $m = 1, 2, 3, 5, 13$. These values yield the solutions $(x, m) = (1, 3), (3, 4), (5, 5), (11, 7), (181, 15)$ for the equation $x^2 + 7 = 2^m$. $D = 15$ implies $\varepsilon = 2$, but we have already dealt with the case $\varepsilon = 1$. $D = 23$ implies $\varepsilon = 3$, $M = 3$. Let $\{a_n\}$ be the corresponding sequence. Then $|a_{26}| = 1$, $m < 26$ implies $m = 1, 3$ which yields the solutions $(x, m) = (3, 5), (45, 11)$ for the equation $x^2 + 23 = 2^m$. $D = 31$ implies $\varepsilon = 3$, $M = 1$. The corresponding equation $|a_{26}| = 1$, $m \leq 26$ implies $m = 1, 3$, in which case we have already dealt with. Assume $D \geq 39$. Then $e \geq 4$ and, since $e$ is odd, we have $e \geq 5$. $D = 39$ implies

$$m < \frac{\log 2}{\log(D/4)} + 2 < 9$$

and hence $m \leq 7$. Since $m$ is odd, we observe that $a_m = 1 (\bmod 4)$. So $|a_{m-1}| = 1$ implies $a_{m-1} = 1$. We must check whether $a_2 = 1$, $a_3 = 1$ or $a_4 = 1$ is possible. $a_2 = 1$ implies $M^2 - 2^e = 1$. Hence $M = 3$, $e = 3$, contradicting $e > 5$. $a_3 = 1$ implies $M^2 - 2^e = 1$. Hence $M = 3$, $e = 3$, contradicting $e > 5$. $a_4 = 1$ implies $M^2 - M^2 2^e = 1$ or equivalently $(M^2 - M^2 2^e)^2 = 1 + 2^e 2^{2+e}$. A number of the shape $1 + 2^e 2^{2+e}$ can only be a square if $2e - 4 = 4$, i.e. $e = 3$, contradicting $e > 5$. $a_5 = 1$ implies $M^2 - M^2 2^e = 1$, hence $M^2 = 1 (\bmod 2^e)$. This implies $M^2 = 1 (\bmod 2^e)$. Since $M^2 + D = 2^e + e$, it also follows that $M^2 > 2^e$. Hence $M^2 = 1 + 2^e$ for some $\varepsilon = \mu \geq 3$. This can only occur if $\mu = 3$, $e = 3$, $e = 4$ both contradicting $e > 5$, and if $\mu = 0$, i.e. $M = 1$. If $M = 1$, however, $1 - 5 - 2^e + 6 - 2^e - 2^e = 1$ must have a solution, which is impossible.

(II) $D > 2^m$. From Corollary 1 of Theorem 1 it follows that $2 + \alpha \eta < 435 + 10 \log(D)\log 2$. Together with $e > (\log D)/(\log 2) - 2$ this implies

$$m \leq \frac{455}{\log(D/4)} + 10 < 15.$$  

Notice that $e > (\log D)/(\log 2) - 2 > 94$.

It is obvious from the formula $a_m = Ma_m - 2a_{m-1}$ that $a_m = M^{m-1}$ (mod 2). Hence $a_m = 1$ implies $M^{m-1} = 1 (\bmod 2)$. Put $m = 1 + 2^\alpha a_2$ for some odd $\alpha$. Since $m < 15$ we may assume $\alpha \leq 2$. By $M^{m-1} = 1 (\bmod 2^e)$ we have $M^2 = 1 (\bmod 2^e)$. Since $M^2 < 2^{e+e}$ we observe that $M^2 = 1 + 2^{e-1} + \mu$.
(a - 3)(v - 3) > 0, since a > v > 3 and hence \( u + v \leq \frac{3}{2}u + 3 = \frac{1}{2}(2^r - 2^s - 2^t - 2^u - 3) \). It follows from (4) that \( \alpha \) is odd and

\[
\varepsilon(a + v) = \frac{2^{2s-2} - 1}{a} - \alpha \cdot 2^{2s-2} = \frac{2^{2s-2} - 1 - (2^r - 2^s - 2^t - 2^u - 3)}{a},
\]

where we have put \( r = m - 2l + 2 \). Using \( u + v \leq \frac{1}{2}(2^r - 2^t - 2^u - 3) \) it follows from (5) that

\[
|\alpha^2 - 2^r| \leq \frac{a}{3} \left(1 + \frac{7 \cdot 2^{2s-2}}{128}\right) + \frac{1}{64}.
\]

It is easily seen that \( r > 0 \) and \( |\alpha - 2^s| < \frac{1}{4} \). Hence \( \alpha \) is uniquely determined by \( r \) and \( m \) must be odd. Furthermore we find, on using \( l \geq 8 \), that

\[
\left|\frac{\alpha^2 - 2^r}{a}\right| < 0.373 \quad \text{if} \quad a \geq 5.
\]

Suppose \( r = 1 \). Then \( a = 1 \) and \( u + v = 2^{2s-2} - 1 \). Together with \( w = 2^{2s-2} - 2^u - 3 \) implies \( u = 1 \), \( u = 2^{2s-2} - 2^u - 3 \) which contradicts the assumption \( u > 3 \). Suppose \( r = 3 \). Then \( a = 3 \) and \( u + v = (2^r - 2^s + 1)/3 \). Together with \( w = 2^{2s-2} - 2^u - 3 \) this implies \( (u - 3)(v - 3) = -2^s + 8 \). Since \( u > v \geq 3 \) and \( l \geq 8 \) it easily follows from these equations that \( \alpha = 3 \), \( v = (2^r - 2^s + 1)/3 \), \( u = 2^{2s-2} - 2^u - 3 \), \( u = 2^{2s-2} - 2^u - 3 \) and finally \( v = (2^r - 2^s + 1)/3 \). This is precisely case (a).

Assume \( r > 5 \). Then \( a \geq 5 \) and inequality (6) holds. An inspection of Table II shows that (6) implies \( r = 15 \) or 31 or \( r > 53 \). Next we prove that \( r = 15, 31 \). Since \( v > u \) we find that \( u + v < 2(2^r - 2^s) - 2 \). Combining this with

\[
|u + v| = |(2^r - a^2)2^{2s-1} - 1|/a \geq |(2^r - a^2)2^{2s-1} - 1|/a
\]

we conclude that

\[
u \leq \frac{2(2^{2s-2} - 2)}{2^{2s-2} - 1} \leq \frac{2a}{2^{2s-2} - 1}.
\]

Eliminate \( v \) from (4) and (5). Then we find after rearranging terms that

\[
\varepsilon(2^r - a^2)u - a(2^{2s-2} - 1)/a \leq \frac{2a}{2^{2s-2} - 1}.
\]

Notice that \( 2^{2s-2} \) divides either \( u \) or \( u + s \) and hence \( u + 1 \). Thus we find

\[
|\varepsilon(2^r - a^2)u - a|2^{2s-2} \leq \max\{u(u + s), a \cdot 2^{2s-2} \} \leq (u + 1) \max(a, u).
\]

Suppose \( r = 15 \). Then \( a = 181 \), \( |2^r - a^2| = 7 \). By (7) we find \( u < 53 \) and by (8) \( 2^{s-2} < 2^t \). Hence \( l \leq 22 \). From (5) we see that \( a \) divides \( 2^{2s-2} - 1 \)

\[
eq 2^{r-1} - 1 \quad \text{and this is impossible if} \quad l < 22.
\]

Suppose \( r = 31 \). Then \( a = 46341 \), \( |2^r - a^2| = 4633 \). By (7) we find \( u < 21 \) and by (8) \( 2^{s-2} < 2^t \). Hence \( l \leq 37 \). From (5) we see that 46341 divides \( 2^{2s-2} - 1 \) and this is impossible if \( l < 37 \). We have shown that the assumption \( r > 5 \) leads to \( r > 53 \), as asserted.

**Lemma 7.** Let \( \delta \in \mathbb{N} \) be square-free and \( \delta \equiv 1 \pmod{8} \). Suppose there exist integers \( a, A, B, p, q \neq 0 \) such that

\[
A + pB\delta = \frac{2}{2^{2s-2}} \quad \text{and} \quad A + pB\delta = \frac{2}{2^{2s-2}}.
\]

Then \( a = 2 \) and \( p, q \in \{ -1, 1 \} \).

**Proof.** Without loss of generality we may assume that \( p, q \in \mathbb{N} \). If \( a \neq 0 \) then

\[
2^{2s-2} > \left(\frac{2}{2^{2s-2}}\right)^2 \geq \left(\frac{2}{2^{2s-2}}\right)^{2s-2} > 2^{s-2},
\]

which is a contradiction. Suppose \( a = 4 \), then \( B = \frac{1}{2}(pqB + p\delta B)B \), which is impossible. Since every integer \( a > 2 \) is divisible by an odd prime or by 4, we are left with the case \( a = 2 \). This implies \( B = pqB \) and hence \( |p| = |q| = 1 \), as asserted.

**Lemma 8.** Let \( D > 0 \), \( D = 1 \pmod{8} \), \( D \neq 0 \). Suppose \( A + D = 2^s \), \( A - D = 2^s \) for some \( A, A', n, n' \) and \( n > n, n' > 4D \) then

\[
\frac{1}{2^s} \geq \frac{\log D}{2^s} \geq \frac{\log D}{2^s} \geq \frac{\log D}{2^s}.
\]

**Proof.** Choose \( B \in \mathbb{N} \) such that \( D = B^2 \) and \( B \) is square-free. Since \( D \) is not a square we have \( D \neq 1 \). Factorize \( A^2 - B^2 = 2^s \) in \( \mathbb{Q}(\sqrt{D}) \) to obtain \( A + B\delta = \frac{2}{2^{2s-2}} \). Hence \( (A + B\delta)/2 = a - 2 \) for some ideal a 2 dividing 2. According to the theory of algebraic integers it is possible to find a positive integer \( e \) such that

1. \( a = \frac{a + \beta B\delta}{2} \quad \text{for some} \quad a, \beta \in \mathbb{Z} \quad \text{with} \quad B|\beta \),

2. \( a = \frac{a + \beta B\delta}{2} \quad \text{for some} \quad a, \beta \in \mathbb{Z} \quad \text{with} \quad B|\beta \),

This implies \( (a + B\delta)/2 = (a + \beta B\delta)/2e \) in ideal notation. Hence \( (A + B\delta)/2 = \pm e\sigma(a + \beta B\delta)/2 \) where \( e \) is a unit in \( \mathbb{Q}(\sqrt{D}) \) and \( \sigma = (a + \beta B\delta)/2 \). Notice that \( e \) can be written in the shape \( e = (a + \beta B\delta)/2 \) with \( B|\beta \). Units which can be written in this shape form a cyclic group (mod sign) with generator \( \nu \).
Hence

\[ \frac{A + BV d}{2} = \pm \sigma \delta^{(n-2)e/e} \quad \text{for some } r \in \mathbb{Z}. \]

Let \( \delta, \bar{\delta} \) be the conjugate of \( \nu, \sigma \) respectively. Then (9) implies

\[ \left| BV \mathbf{d} \right| = \left| V \mathbf{d} \right| \Rightarrow \left| \nu \sigma \delta^{(n-2)e} - \nu \sigma \delta^{(n-2)e} \right|. \]

Furthermore,

\[ \left| \nu \sigma \delta^{(n-2)e} \right| = \left| A + BV \mathbf{d} \right| / 2 \Rightarrow \left| A \right| / 2 \leq V \mathbf{d} / 2 = \frac{1}{2} \left( V \mathbf{d} + 2 \mathbf{d} \pm V \mathbf{d} \right) > \frac{1}{2} \mathbf{d}^{2n}. \]

Divide expression (10) by \( \left| \nu \sigma \delta^{(n-1)e} \right| \), then

\[ \frac{7}{3} \left( \frac{D}{2^n} \right)^{1/2} > \left| \frac{\nu}{\sigma} \left( \frac{\delta}{\bar{\delta}} \right)^{(n-2)e} - \frac{1}{2} \right| . \]

It is easy to see that if \( |x| - 1 < \frac{1}{2} \) then \( \log |x| < 1.22 \). Since \( 2^n > \frac{1}{2} \), we can apply this inequality and obtain

\[ \left| -y \log \frac{\nu}{\sigma} + \frac{n - 2}{e} \log \frac{\delta}{\bar{\delta}} \right| < 2.86 \left( \frac{D}{2^n} \right)^{1/2} . \]

In a completely analogous way we find that \( A^2 - D = \frac{1}{2} \) implies the existence of an integer \( r' \) such that

\[ \left| -y' \log \frac{\nu}{\sigma} + \frac{n' - 2}{e} \log \frac{\delta}{\bar{\delta}} \right| < 2.86 \left( \frac{D}{2^n} \right)^{1/2} . \]

Suppose \( r'(n - 2) = r'(n' - 2) \). Let \( a = (r', n' - 2) | e, \beta = (r, n - 2) | e \) where \( (a, b) \) denotes the largest common divisor of \( a \) and \( b \). Suppose \( \beta > 2 \). Using (9) we find that there exist integers \( p, q \) such that \( (A + BV \mathbf{d}) \)\( \equiv [p + q(p + BV \mathbf{d})/2] \) and this contradicts \( \beta > 2 \) by Lemma 7. Suppose \( \beta = 2 \), then we have \( a = 1 \), since \( \beta > a \). Hence \( (A - BV \mathbf{d})/2 = \pm \frac{1}{2} (A + BV \mathbf{d})/2 \) and this implies \( A = \pm 1 \) by Lemma 7, which is impossible. We conclude that \( r'(n - 2) \neq r'(n' - 2) \). Eliminate \( \log (\delta/\bar{\delta}) \) from the inequalities (11) and (12). Let \( u = \log (\delta/\bar{\delta}) \), then we obtain

\[ \frac{1}{n - 2} \leq \frac{\nu}{\sigma} \leq \frac{r'}{n' - 2} \leq \frac{1}{n - 2} \leq \frac{2.86}{u} \left( \frac{1}{n - 2} \left( \frac{D}{2^n} \right)^{1/2} \right) + \frac{1}{n' - 2} \left( \frac{D}{2^{n'}} \right)^{1/2} \leq \frac{5.7}{n' - 2} \frac{1}{u} \left( \frac{D}{2^{n'}} \right)^{1/2} . \]

Hence

\[ n - 2 > \frac{u}{5.7} \left( \frac{D}{2^n} \right)^{1/2} \geq \frac{1}{8.35} \log 2 \left( \frac{D}{2^n} \right)^{1/2} . \]

We determine a lower bound for \( u \) as follows. Let \( v = (x + y \mathbf{d})/2 \) with \( B|\eta \). Since \( v \) is a unit, we have \( x = y \mathbf{d} = \pm 4 \). By separating the cases \( \epsilon > 0 \), we can easily calculate that \( u = \log |x| / \epsilon = 2 \log \left( \frac{1}{2} (\frac{1}{\epsilon} + |y| \mathbf{d}) \right) \). Using the facts \( |x| = y \mathbf{d} \pm 4 \) and that \( \log (x + y \mathbf{d}) \) is monotonically increasing for \( x > 2 \) and \( D > 2 \), we find that

\[ u = 2 \log \left( \frac{1}{2} (\frac{1}{\epsilon} + |y| \mathbf{d}) \right) \geq 2 \log \left( \frac{1}{2} (\frac{1}{\epsilon} + \sqrt{2D}) \right) \geq \log \left( \frac{\sqrt{3} + \sqrt{17}}{17} \right) > \log \frac{D}{1.05} . \]

Together with the lower bound for \( u \) this estimate for \( u \) yields our lemma.

6. The equation \( a^2 - D = 2^e \), \( D > 0 \). Before proceeding we note the following peculiarities.

(I) If \( D = 2^k - 3 \cdot 2^{k+1} + 1 \) for some \( k > 3 \), then \( (x, n) = (2^k - 3, 3), (2^k - 1, k + 3), (2^k + 1, k + 3), (3 \cdot 2^k - 1, 2k + 3) \) are solutions of the equation \( a^2 - D = 2^e \).

(II) If \( D = 2^k + 2^k - 3 \cdot 2^{k+1} - 2^{l+1} + 2^{l+1} \) for some \( k > 1, l > k + 1 \), then \( (x, n) = (2^k - 2^{l+1} - 1, k + 2), (2^k - 2^{l+1} + 1, k + 2), (2^k + 2^{l+1} - 1, k + 2) \) are solutions of \( a^2 - D = 2^e \).

(III) If \( D = \left( \frac{2^{l-2} - 17}{3} \right)^3 - 32 \) for some odd \( l > 9 \), then \( (x, n) = \left( \frac{2^{l-2} - 17}{3} \right)^3, \left( \frac{2^{l-2} + 1}{3} \right) l \) and \( \left( \frac{17 \cdot 2^{l-2} - 1}{3}, 2l + 1 \right) \) are solutions of \( a^2 - D = 2^e \).

We shall refer to these equations as type I, II or III equations respectively. It is easily checked that a given equation cannot belong to more than one type. Note that for type I equations we have required \( k > 3 \) in order to make \( D \) positive. If we insert \( x = 2 \) then we find \( D = -7 \) and the corresponding solutions are \((x, n) = (1, 3), (3, 4), (5, 5), (11, 7)\). Insert \( k = 1 \), then \( D = -7 \) \( \& \) the solutions are \((x, n) = (-1, 3), (1, 3), (3, 4) \) and \((5, 5)\). We can do similarly for type III equations. Insert \( l = 7 \), then \( D = -7 \) \( \& \) \((x, n) = (5, 5), (11, 7), (18, 15)\). Insert \( l = 5 \), then \( D = -23 \) \( \& \) \((x, n) = (-3, 5), (3, 5), (45, 11)\). Insert \( l = 3 \) then \( D = -7 \) \( \& \) \((x, n) = (-5, 5), (11, 3), (11, 7)\). Collecting these solutions we see that we have obtained all solutions of the equations \( a^2 + 7 = 2^e \) and \( a^2 + 23 = 2^e \) (see Theorem 2). One might consider this as an explanation for the occurrence of these two exceptional cases in Theorem 2.
THEOREM 3. Let \( D \in \mathbb{N} \) be odd. Consider the equation \( x^2 - D = 2^n \) in positive integers. Then a type I, II, III equation has at most 1, 4, 3 solutions respectively. All other equations have at most 3 solutions. If \( D < 10^{32} \) then a type I, II, III equation has exactly 4, 3, 3 solutions respectively. All other equations with \( D < 10^{32} \) have at most 2 solutions.

Proof. We first deal with the cases \( D \) a square and \( D \equiv 1 \pmod{8} \). Suppose \( D = d^2 \) for some \( d \in \mathbb{N} \). Then \( x^2 - d^2 = 2^n \) implies \( \frac{3}{2}(x-d)(x+d) = 2^{n-2} \). Since \( (x-d)/2 \) and \( (x+d)/2 \) are relatively prime we conclude \( (x-d)/2 = 1, (x+d)/2 = 2^{n-2} \) and hence \( d = 2^{n-2} - 1 \). It follows that there is at most one solution. Suppose \( D \equiv 7 \pmod{8} \). Since \( x \) is odd we have \( x^2 \equiv 1 \pmod{8} \). Hence \( 2^n = 1 - D \equiv 0 \pmod{8} \) and \( n \leq 2 \). One easily observes that the equation \( x^2 - D = 2^n \) cannot have two solutions with \( n \leq 2 \).

From now on we assume that \( D \) is not a square and \( D \equiv 1 \pmod{8} \). Let \( x, n \) be the largest solution and \( x', n' \) the second largest. According to Corollary 1 of Theorem 1 we have \( n < 435 + 10 \log D / \log 2 \). If \( 2^n > 49D \) we can apply Lemma 8 to obtain an upper bound for \( n' \),

\[
1 - \frac{2^n}{8.8 \left( \frac{2^n}{D} \right)^{1/2} \log D / \log 2} < n < 435 + 10 \log D / \log 2.
\]

Hence

\[
2^n \leq \max \left\{ \left( 8.8 \left( \frac{435 \log D + 10}{\log D} \right) \right)^2, 49D \right\},
\]

and since \( D \geq 17 \) we find \( 2^n < 2 \cdot 10^4 \). Hence

\[
n' < 21 + \frac{\log D}{\log 2}.
\]

If \( D < 2^{39} \) we know from Corollary 2 of Theorem 1 that

\[
n < 18 + 2 \frac{\log D}{\log 2}.
\]

We first prove the theorem for type I, II and III equations. Suppose there is a fifth solution \((x, m)\) for a given type I equation. It easily follows from Lemma 6 that \( m > 8k + 3 \). Applying Lemma 6 to the solutions \((2^k + 1, k + 3), (3 \cdot 2^k - 1, 2k + 3), (x, m)\) we find that \( m > 51 + 2(2k + 3) > 57 + 2 \log D / \log 2 \). Using (13) we see that \((x, m)\) must be the largest solution. Hence there are at most 4 solutions. If \( D < 10^{32} \) then by (14) the solution \((x, m)\) cannot exist at all. Suppose there is a fourth solution \((x, m)\) for a given type II or III equation. In case we have a type II equation, application of Lemma 6 gives \( m > 51 + 2(k + 1 + 2) \).

\[
D = 2^k + 4 < 2^k + 2^k = 2^{k+1} < 2^{k+1} + 2 = (2^{k+1} - 2^k < 2^{k+1 - 2^k}).
\]

we obtain \( m > 51 + 2(k + 1 + 2) > 59 + \log D / \log 2 \). If we have a type III equation, application of Lemma 6 gives \( m > 51 + 2(2l + 1) > 51 + \log D / \log 2 \). Using (13) we see that \((x, m)\) must in both cases be the largest solution. Hence there are at most 3 solutions. If \( D < 10^{32} \), then by (14) the solution \((x, m)\) cannot exist.

Assume that the equation \( x^2 - D = 2^n \) does not belong to type I, II or III and suppose that there exist at least 5 solutions \((x, k), (y, l), (z, m)\) with \( m > 1 > k > 1 \). Suppose \( y - x = 2 \). Then \( y^2 - x^2 = 2y - 2x \) implies \( 4(x + 1) = 2^k - 2 \) and hence \( x = 2^{k-2} - 2^{k-3} - 1 \) and \( D = 2^k - 2^k = 2^{k-1} + 2^{k-1} - 2^{k-2} - 2^{k-3} + 2^{k-4} \). This yields either a type I equation (if \( k = 3 \)) or a type II equation, contradicting our assumptions.

Suppose \( y - x = 4 \). Then \( y^2 - x^2 = 2y - 2x \) implies \( 8(x + 2) = 2^k - 2^k \) and hence \( x + 2 = 2^{k-3} - 2^{k-3} \). Since \( x \) is odd, \( k \) must be three, so \( x = 2^{k-3} - 3 \) and \( D = 2^{k-3} + 2^{k-3} - 2^{k-3} - 2^{k-3} + 2^{k-4} \). This yields a type I equation, contradicting our assumptions.

We therefore conclude that \( y - x \neq 6 \). Applying Lemma 6 we find that \( m > 51 + 3l \). Furthermore \( 2^k > 2^k - 2 \) \( > 12 \log 2 \) and hence \( l > \log 2 \log 2 \). Thus \( m > 51 + \log 24 \log 2 > 58 + \log 2 \log 2 \).

Using (13) we see that \((x, m)\) is the largest solution. Hence there are at most three solutions.

If \( D < 10^{32} \) then it follows from (14) that the solution \((x, m)\) cannot exist.

THEOREM 4. Let \( D \in \mathbb{N} \) be odd. The equation \( ax^2 - D = 2^n \) has at most four solutions in positive integers \( x, n \).

Proof. By Theorem 3 it suffices to prove that a type I equation has at most four solutions. Assume \( D = 1 - 3 \cdot 2k + 1 + 2^k \) for some \( k \geq 3 \). The functions \( V + x^2 - 6x \) can be written as a power series in \( x \) with integer coefficients. This can be seen as follows. Write

\[
V + x^2 - 6x = \left( 1 + (1 - x)^2 \right) V^{1/2} - 4 - \frac{x}{(1 - x)^2}.
\]

Since both \( x/(1 - x)^2 \) and \( V^{1/2} - 4 = 1 - 2t + \ldots \) are power series with integer coefficients, our assertion follows. Furthermore \( V + x^2 - 6x \) is an analytic function in the complex plane with the
real cut \([3 - 2\sqrt{2}, 3 + 2\sqrt{2}]\) deleted. This function can be chosen to have value 1 for \(z = 0\). For \(0 < q < 3 - 2\sqrt{2}\) we have
\[
a_r = \frac{1}{2\pi i} \int_{|z|=q} \frac{\sqrt{1 + z^2}}{z^{1/2}} \frac{dz}{\pi^1 z^{1/2}}.
\]
Write this integral as the sum of an integral over \(|z| = M, M > 3 - 2\sqrt{2}\) and an integral over a contour surrounding the cut \([3 - 2\sqrt{2}, 3 + 2\sqrt{2}]\). If \(r \geq 2\), the contribution of the integral over \(|z| = M\) is zero as we let \(M\) tend to infinity. By substituting \(t = x - 3\) we obtain
\[
a_r = \frac{1}{2\pi} \int_{-2\sqrt{2}}^{2\sqrt{2}} \frac{dt}{t^{1/2}} \left(1 - \frac{t}{t^{1/2}}\right)^{1/2} (r > 2).
\]
Observe that \(a_r < 0\) for all \(r \geq 2\) and
\[
0 < |a_r| < \frac{2\sqrt{2}}{\pi} \int_{-2\sqrt{2}}^{2\sqrt{2}} \frac{dt}{t^{1/2}} \left(1 - \frac{t}{t^{1/2}}\right)^{1/2} < \frac{2\sqrt{2}}{\pi} \frac{1}{r} \left(\frac{1}{3 - 2\sqrt{2}}\right)^{1/2} < \frac{6}{r} \leq \frac{1}{2} \cdot 6^r (r \geq 2).
\]
Since \(D = 1 - 3 \cdot 2^{2k+1} + 2 - \sqrt{D}\) can be written as the 2-adic series \(V = \sum_{r=0}^{\infty} a_r 2^r\). We know that the equation \(x^2 - D = 2^n\) has at least \(k\) solutions. Suppose there is a fifth solution \((x, y)\). By Lemma 6 we have \(n \geq 5k + 2 \cdot \frac{1}{2} (3k + 3) = 4k + 57\). Choose the sign of \(x\) such that \(x = 1\) (mod \(2^{2k}\)). Then \(x^2 - D = 2^n\) implies \(x = \sqrt{D} (\text{mod } 2^{2k})\) and hence
\[
x = \sum_{r=0}^{\infty} a_r 2^r (\text{mod } 2^{2k}).
\]
Furthermore, \(x^2 - D = 2^n\) implies \(x < 2^{(n+2)/2}\) since \(n > 4k + 67\). Suppose \(n < 6k\). Since \(a_2 = -3, a_3 = -4, a_5 = -12\) we find that \(x = 1 - 3 \cdot 2^k - 4 \cdot 2^k \mod 2^{2k+1}\). Since \(x = 2^{(n+2)/2} < 2^{3k+2}\) the latter congruence implies \(x = 1 - 3 \cdot 2^k - 4 \cdot 2^k\). This is impossible because \(x^2 - D\) cannot be a power of 2 for this value of \(x\). We next assume \(n > 6k + 1\). Put \(B = (n + 1)/2k + 1\). Observe that \((B + 1)^2 < \frac{1}{2} (n+1)/2 + 3k < n\). It follows from congruence (16) that
\[
x = \sum_{r=0}^{B} a_r 2^r (\text{mod } 2^{2k+1}).
\]
Suppose \(6^k < 2^{2k-3}\). By (15) we have \(a_r \leq \frac{1}{2} \cdot 6^r\) and hence
\[
\left|\sum_{r=0}^{B} a_r 2^r\right| < 1 + \frac{1}{2} \sum_{r=1}^{B} (6 \cdot 2^r) (6 \cdot 2^r) = 6 \cdot 2^B < \frac{1}{2} \cdot 2^{2k+1}.
\]
Since we also have \(|b| < 2^{(n+2)/2} < 2^{2k} < \frac{1}{2} \cdot 2^{2k+1}\), congruence (17) implies \(x = 2^k\). However it also follows from congruence (16) that
\[
x = \sum_{r=0}^{B} a_r 2^r (\text{mod } 2^{2k+1}).
\]
Together with \(x = \sum_{r=0}^{B} a_r 2^r\) this congruence implies \(2^k | a_{B+1}\). Since \(a_{B+1} \neq 0\) and \(|a_{B+1}| < 2^{2k} + 1\), by (15), we observe that \(|a_{B+1}| > 2^k\) contradicting \(6^k < 2^{2k-3}\).

We therefore conclude that \(6^k = 2^{2k-3}\) and hence \(k - 2 < 5 \cdot \log 6 / \log 2 < 26 / (1 + x) / 2x\). From Corollary 1 of Theorem 1 it follows that \(n < 435 + 10 \log 6 / \log 2 < 435 + 20k\) and hence
\[
k - 2 < \left(\frac{10}{2} + \frac{213}{k}\right) (2.8) < 20 + \frac{567}{k},
\]
which implies \(k \leq 45\) and hence \(D < 2^n\). Application of Corollary 2 of Theorem 1 yields \(n < 18 + 2 \cdot \log 6 / \log 2 < 18 + 4k\), which contradicts \(n > 4k + 57\). Hence there exists no fifth solution.

7. All previous results depend on Theorem 1. It is possible to give an analogue of Theorem 1 for other powers than binary powers.

**Theorem 5.** Let \(N\) be some positive integer which is not a square. Suppose we can find an integer \(A\) and an odd power \(w\) of \(N\) such that \(x^2 + A = w\) for some \(w > N\) and \(w > \max(2^{(1-w)/2} |A|^2, 2^{1-w})\), where \(e = 0\) if \(A\) is odd, \(e = 1\) if \(2|A\), \(e = 2\) if \(4|A\). Put
\[
5 = \frac{1}{6} + \frac{1}{6} (17 - 5e) \log 2 / \log w.
\]
Then
\[
|y| < \frac{1}{16} w^{-e} p^{-e}
\]
for every odd power \(p\) of \(N\) and every \(y \in N\).

**Remark.** A few values of \(A\) and \(w\) that satisfy the assumptions of Theorem 5 are the following, \((A, w) = (3, 67), (26, 67), (8, 46^2) (10, 65^2)\) and \((60, 70^2)\). In this paper we will not work out the applications of Theorem 5. They can be obtained by the arguments given in the previous sections.

---
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Proof of Theorem 5. We use the hypergeometric polynomials $G$ and $H$ defined in Lemma 1. Since $a \geq 2n_1$, we may notice that

$$|(G)| = \left| \sum_{k=\delta}^{n_1} \binom{n_2+1}{k/2} \binom{n_2}{k} \binom{n_1-1}{n_2-1} \cdots \binom{n_1-k+1}{n_2-k+1} \frac{(-a)^k}{k!} \right| < \sum_{k=\delta}^{n_1} \binom{n_2+1}{k} \frac{\delta_k}{k} < (1 + \delta)\binom{n_2+1}{n_2+1}$$

for all $\epsilon \in C$. From Lemma 2 we know that

$$\left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) \frac{A}{w^{n_1}} \frac{A}{w^{\lambda} H} \left( \frac{A}{w} \right)^{\lambda} < (A^{\lambda+1}) \left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) G(1).$$

On using Lemma 3 and inequality (18) we observe that $\left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) G(A/w) = A/(2^{\lambda+\lambda})$ in which $A \in Z$ and

$$0 < |A| < \left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) \left( 1 + \frac{|A|}{2\delta} \right)^{\lambda+1}$$

Furthermore, put $\left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) H(A/w) = B/(2^{\lambda+\lambda})$. Then $B \in Z$ by Lemma 3. Inequality (19) implies

$$1 + \frac{x}{w^{1/2}} \frac{1}{A} \left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) G(1).$$

Let $p$ be some odd power of $N$ and $y \in N$ arbitrary. Put $\epsilon = \sqrt{y/p^{1/2} - 1}$. Combining this with (20) we obtain

$$K \left( \frac{y}{w} \frac{1}{2} \right)^{5/2} \left( \frac{2^{\lambda+\lambda}}{w} \right) \left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) G(1).$$

Let $\lambda \in N$ be such that $\lambda > \left( \frac{N}{p} \right)^{1/2} > w^{1/2}$ and choose $n_1, n_2$ such that $\frac{3}{2} \lambda + \frac{1}{2} \leq n_1 \leq \frac{3}{2} \lambda + \frac{3}{2}$ and $n_2 = n_1 + \lambda$. Notice that we have two choices for $n_1$. We choose $n_1$ such that expression (22) for $K$ is non-zero. This is possible, for if $K = 0$ for both choices of $n_1$, we would have $(GH^{\ast} - G^{\ast}H) \times \frac{\lambda}{w} H = 0$ where $G, H$ correspond to one and $G^{\ast}, H^{\ast}$ to the other choice of $n_1$. This is impossible in view of Lemma 4. Since $p$ and $w$ are odd powers of $N$ and $w^{1/2} < w^{3/2} > p^{1/2}$ we have

$$1 < |A| w^{1/2}(2^{\lambda+\lambda})^{n_1-n_2} < \frac{e}{2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_1-n_2} \left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) G(1).$$

Hence

$$1 < |A| w^{1/2}(2^{\lambda+\lambda})^{n_1-n_1+1} w^{1/2}(2^{\lambda+\lambda})^{n_2} \left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) G(1).$$

Assume $\lambda > \frac{3}{2} \lambda + \frac{1}{2}$. Then $n_1 > \frac{3}{2} \lambda + \frac{1}{2}$ and by Lemma 2 we find that

$$G(1) \left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) = \left[ \prod_{m=1}^{6} \left( 1 - \frac{1}{2m} \right) \right] \leq \prod_{m=1}^{6} \left( 1 - \frac{1}{2m} \right) < \frac{1}{4}.$$

The second term on the right-hand side of (23) can be estimated by

$$4w^{1/2}(2^{\lambda+\lambda})^{n_1} \left( \frac{w}{w} \right)^{n_1+1} = \frac{4}{w^{1/2}} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_1} \left( \frac{2^{\lambda+\lambda}}{w} \right),$$

and since $n_1 > \frac{3}{2} \lambda + \frac{1}{2}$, this is bounded by

$$1 + |A| w^{1/2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_1+1} < \frac{e}{2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_1+1} < \frac{e}{2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_1+1} < \frac{e}{2}.$$

Since $n_1 = 2n_1 + \lambda$, $n_1 < \frac{3}{2} \lambda + \frac{1}{2}$ and $\lambda > \frac{3}{2}$, we see that $n_1 > 3n_1$. So Lemma 5 can be applied, which yields $\left( \begin{array}{c} n_1 \\ m_1 \end{array} \right) < \frac{1}{2} \left( 2^{\lambda+\lambda} \right)$. From $w > \max \{|A|^{1/2}, 2\}$ it follows that $|A| w^{1/2} < \min \{|A|^{1/2}, 2\}$ and $|A|^{1/2} < 2^{\lambda+\lambda}$ and by inequality (20),

$$|A| < (2^{\lambda+\lambda})^{n_1-1}.$$

The first term on the right-hand side of (23) can now be estimated as follows,

$$c|A| w^{1/2}(2^{\lambda+\lambda})^{n_2-n_1} < \frac{e}{2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_2-n_1}.$$

Since $n_1 > \frac{3}{2} \lambda + \frac{1}{2}$, we find

$$c|A| w^{1/2}(2^{\lambda+\lambda})^{n_2-n_1} < \frac{e}{2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_2-n_1}.$$

By the definition of $\nu$ we have $2^{\lambda+\lambda} = \nu^{1/2}$. Since $w^{1/2} < (p+w)^{1/2}$, we obtain

$$e|A| w^{1/2}(2^{\lambda+\lambda})^{\nu^{1/2}} < \frac{e}{2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_2-n_1} \nu^{1/2} w^{1/2} p^{1/2} < \frac{e}{2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_2-n_1} \nu^{1/2} p^{1/2}.$$

Inequality (23) now implies

$$1 < \frac{1}{4} + \frac{e}{2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_2-n_1} \nu^{1/2} p^{1/2},$$

and hence

$$e > \frac{1}{2} \left( \frac{2^{\lambda+\lambda}}{w} \right)^{n_2-n_1} \nu^{1/2} p^{1/2}.$$
Finally assume λ ≤ 8. Then p ≤ w^{17}. From |y^2 - p| ≥ 1 it follows that

\[ |y/p^{1/2} - 1| > \frac{1}{4p} = \frac{1}{p^{-1/2}} \geq p^{-1/2} \]

hence

\[ |y/p^{1/2} - 1| > \frac{1}{4p} \geq p^{-1/2} > p^{-1/2} \]

which proves our theorem.

8. Appendix

Table I. If |D| < 1000 then we know by Corollary 2 of Theorem 1 that x^2 - D = 2^a can only have solutions with a < 18 + 2log|D|/log2 < 38. A simple calculation gives all odd values of D such that the equation x^2 - D = 2^a (|D| < 1000) has two or more solutions:

\[
\begin{array}{c|c|c|c|c}
|D| & a & \text{such that } a \text{ is odd and } \leq 2^a & \text{minimal} & a^2 - 2^a \\
\hline
3 & 8 & 3 & 1 & 0.333 \\
5 & 32 & 5 & -7 & 1.500 \\
7 & 128 & 11 & -7 & 0.630 \\
9 & 512 & 23 & 17 & 0.739 \\
11 & 2048 & 45 & -23 & 0.511 \\
13 & 8192 & 91 & 89 & 0.276 \\
15 & 32768 & 181 & -7 & 0.659 \\
17 & 131972 & 365 & 697 & 1.820 \\
19 & 524288 & 723 & 1337 & 1.844 \\
21 & 2097152 & 1440 & 3440 & 1.690 \\
23 & 8388608 & 2897 & 4091 & 1.381 \\
25 & 33554432 & 5793 & 4417 & 0.762 \\
27 & 134217728 & 11585 & -5503 & 0.475 \\
29 & 536870912 & 23171 & 24399 & 1.050 \\
31 & 2147483648 & 46341 & 4633 & 0.100 \\
33 & 8590035522 & 92561 & -168831 & 1.800 \\
35 & 343597383664 & 185563 & -2905690 & 1.600 \\
37 & 1374382904472 & 370727 & -444493 & 1.200 \\
39 & 5497661888888 & 741455 & -2068693 & 0.600 \\
41 & 21990232556522 & 1492911 & 1778359 & 1.199 \\
43 & 87960920220812 & 2905821 & 1181833 & 0.398 \\
45 & 351843720888832 & 591641 & -713931 & 1.503 \\
47 & 1407948833552192 & 11602283 & -4817289 & 0.406 \\
49 & 5699490855321212 & 22726527 & 2616477 & 1.188 \\
51 & 2261799138888345 & 4745333 & 1783041 & 0.376 \\
\end{array}
\]

Table II. Powers of two and the nearest odd squares

\[
\begin{array}{c|c|c|c|c}
v^2 & 2^r & a \in N \text{ such that } a \text{ is odd and } \leq 2^a & \text{minimal} & a^2 - 2^a \\
\hline
3 & 8 & 3 & 1 & 0.333 \\
5 & 32 & 5 & -7 & 1.500 \\
7 & 128 & 11 & -7 & 0.630 \\
9 & 512 & 23 & 17 & 0.739 \\
11 & 2048 & 45 & -23 & 0.511 \\
13 & 8192 & 91 & 89 & 0.276 \\
15 & 32768 & 181 & -7 & 0.659 \\
17 & 131972 & 365 & 697 & 1.820 \\
19 & 524288 & 723 & 1337 & 1.844 \\
21 & 2097152 & 1440 & 3440 & 1.690 \\
23 & 8388608 & 2897 & 4091 & 1.381 \\
25 & 33554432 & 5793 & 4417 & 0.762 \\
27 & 134217728 & 11585 & -5503 & 0.475 \\
29 & 536870912 & 23171 & 24399 & 1.050 \\
31 & 2147483648 & 46341 & 4633 & 0.100 \\
Fields with non-trivial Kaplansky's radical and finite square class number

by

M. Kula (Katowice)

Let $F$ be a field of characteristic not $2$ and let $g(F) = F^2/F^2$ be the group of square classes of $F$ and $q = g(F^2/F^2)$ — the square class number. O. M. Cordes [1] classified the Witt groups of anisotropic quadratic forms over non-real fields with $q = 8$ and obtained 10 non-isomorphic groups for this class of fields. A little later K. Szymiczek [10] classified the Grothendieck groups of quadratic forms over all fields with $q \leq 8$ and his classification in the case $q = 8$ gives 7 non-isomorphic Grothendieck groups for non-real fields and 6 non-isomorphic groups for real fields. Having classified Grothendieck groups he was also able to classify Witt groups for all fields with $q = 8$ and for non-real fields he found the 10 groups confirming Cordes' classification and for real fields with $q = 8$ he got 6 non-isomorphic Witt groups. Thus there are at most 16 possible Witt groups for fields with $q = 8$. Both authors also supplied some examples of fields fitting the classifications. But there remained 4 cases (out of the 16 possible) left without any example of field and it was not clear whether the number of different Witt groups can be further lessened or not. In this paper we construct the four missing fields (cf. a remark added in proof, p. 418). The four fields are characterized by the following values of field invariants (cf. [10], Th. 3.2).

(A) $q = 8$, $s = 2$, $q = 8$, $w = 2$ (the case (4.4) of Theorem 3.2 of [10]);

(B) $q = 8$, $s = \infty$, $q = 4$, $w = 1$ (the case (5.2));

(C) $q = 8$, $s = 1$, $q = 8$, $w = 2$ (the case (4.3));

(D) $q = 8$, $s = 2$, $q = 4$, $w = 2$ (the case (4.7)),

where $s$ is the stufe (level) of the field (the minimal number of terms in a representation of $-1$ as the sum of squares), $q$ is the number of square classes whose elements are represented as the sum of two squares.