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1. Introduction. In 1970 it was shown that Hilbert's tenth problem was recursively unsolvable. Hilbert had asked in 1900 for an algorithm to decide the solubility of all Diophantine equations. Yu. V. Matijasevič [10], [11], using 1961 results of Martin Davis, Julia Robinson and Hilary Putnam [2], proved that every recursively enumerable set is Diophantine. That is to say, he proved that each recursively enumerable set $S$ may be represented in the form

$$\exists x_1, x_2, \ldots, x_n \mid P(x_1, x_2, \ldots, x_n) = 0 \tag{1.1}$$

where $P$ is a polynomial with integer coefficients and the quantified variables range over nonnegative integers. Since it was well known that there exist recursively enumerable but nonrecursive sets, the unsolvability of Hilbert's tenth problem follows immediately from Matijasevič's theorem.

One very surprising consequence of Matijasevič's Theorem is that every recursively enumerable set $S$ may be represented in the form

$$\exists x_1, x_2, \ldots, x_n \mid Q(x_1, x_2, \ldots, x_n) = x \tag{1.2}$$

This follows from a theorem of Hilary Putnam [15]. Putnam noticed that for $P$ as in (1.1), the positive values of the polynomial $Q = x(1-P^2)$ coincide exactly with the members of $S$. For if $0 < x(1-P^2)$, then $P = 0$. Notice that $n = k+1$ so that $Q$ has one more variable than $P$.

Thus polynomial formulae exist for virtually all the different sets commonly considered in the theory of numbers. Using methods developed during the course of research on Hilbert's tenth problem, such polynomials may actually be constructed and written down.

* This paper was written during the author's 1975-76 sabbatical leave at the University of California, Berkeley. The author wishes to express his gratitude to Professors Julia Robinson, Raphael M. Robinson and D. H. Lehmer for their generous advice and assistance.
A polynomial in 2 variables, representing the set of Fibonacci numbers, was constructed in [7]. A polynomial representing the set of all prime numbers is given in [6] and [12] and [25].

In this paper we construct three polynomials, representing respectively the Mersenne primes, the even perfect numbers, and the Fermat primes. The three polynomials are easily written down in completely explicit form. We will prove

**Theorem 1.** Each of the following three sets is represented by the given polynomial:

1. The Mersenne primes:
   \[
   n [1 - (4b + 3 - n)^2 - b [(2 + d + c + g)(a - 5) - k^2] + [(a - 5)(b + 1 + 2jc)(a - 1)]].
   \]

2. The even perfect numbers:
   \[
   (2b + 2)n [1 - (4b + 3 - n)^2 - b [(2 + d + c + g)(a - 5) - k^2] + [(a - 5)(b + 1 + 2jc)(a - 1)]].
   \]

3. The Fermat primes:
   \[
   (6g + 5)[(8b + 12 - 1)n] - [1 - (4b + 3 - n)^2 - b [(2 + d + c + g)(a - 5) - k^2] + [(a - 5)(b + 1 + 2jc)(a - 1)]].
   \]

In each case the claim is that the given set of numbers is identical with the set of positive values of the associated polynomials, as the variables run thru the nonnegative integers. The polynomial (1) has 13 variables, \(a, b, c, d, f, g, h, i, j, k, l, m, n\), and is of the 26th degree. Polynomial (2) contains the same 13 variables and has degree 27. The third polynomial (3) has one additional variable, \(a\), and degree 25.

Of course these polynomials also assume certain negative values, about which nothing is claimed. This shortcoming cannot be avoided. It is impossible to represent Mersenne primes, even perfect numbers or Fermat primes, by polynomials taking no other values. We prove this.

**Theorem 2.** Let \(S\) denote any one of the following three sets: Mersenne primes, perfect numbers, or Fermat primes. Let \(P(x_1, x_2, \ldots, x_n)\) be any polynomial. If \(P(x_1, x_2, \ldots, x_n) \in S\) for all nonnegative integers \(x_1, x_2, \ldots, x_n\), then \(P\) is a constant.

**Proof.** The proof depends only upon a simple divisibility property shared by these three sets. It will therefore apply equally well to any other set \(S\) possessing this property. The property is

\[
\alpha \in S \land \beta \in S \land \alpha \beta \rightarrow \alpha = \beta.
\]

Plainly, property (D) holds for any set of primes. (D) also holds if \(S\) is a set of perfect numbers. To see this recall that \(\alpha\) is perfect if \(\sigma(\alpha) = 2\alpha\) where \(\sigma(\alpha)\) denotes the sum of the divisors of \(\alpha\). Now for \(1 < \gamma, \gamma \sigma(\alpha) < \sigma(\alpha)\gamma\). Taking \(\beta = \alpha\gamma\) yields the result.

Now suppose that a polynomial \(P(x_1, x_2, \ldots, x_n)\) maps nonnegative integers into the set \(S\). The coefficients of an integer valued polynomial must be rational numbers, by the Lagrange Interpolation Theorem. Let \(l\) be any common multiple of the denominators of coefficients of \(P(x_1, x_2, \ldots, x_n)\). Let \(P(0, 0, \ldots, 0) = \alpha\). We may suppose \(\alpha \neq 0\) because, if \(0 \in S\), then \(S = \{0\}\) by (D). Let \(\beta = P(a_1, a_2, \ldots, a_n)\). Then \(\beta = \alpha(\mod\alpha)\) because \(P(a_1, a_2, \ldots, a_n)\) is a polynomial. Hence \(\alpha/\beta\). Hence \(\alpha = \beta\), by (D).

A polynomial is a special case of an algebraic function. Theorem 2 generalizes to algebraic functions, because an integer valued algebraic function is necessarily a polynomial (cf. T. Kojima [26], Theorem 3, also Skolem [31], Satz 27, and [6], Theorem 4.2).

**Corollary.** Let \(S\) denote any one of the following three sets: Mersenne primes, perfect numbers or Fermat primes. Let \(f(z_1, z_2, \ldots, z_n)\) be any algebraic function. If \(f(z_1, z_2, \ldots, z_n) \in S\) for all nonnegative integers \(z_1, z_2, \ldots, z_n\), then \(f\) is a constant.

It is interesting to consider the question of the minimum number of variables necessary in the polynomials constructed here. Concerning this question, Yu.V. Matijasevič and Julia Robinson proved in [13] that the number of unknowns in any Diophantine equation may be reduced to 13. Recently this result has been improved by Matijasevič to 9 unknowns. From this it would follow that the three sets discussed here could be defined in 9 unknowns and hence that 10 variables are sufficient in the Putnam polynomials. We will prove here that these three sets are definable in 8 unknowns.

**Theorem 3.** Let \(S\) denote any one of the following sets: Mersenne primes, perfect numbers or Fermat primes. Then \(S\) is the positive part of the range of a polynomial in 7 variables.

This value, 6, is almost certainly not best possible, but the question of how far it can be reduced is a very difficult one, closely connected with the old problem of whether there are infinitely many Mersenne or
Fermat primes. A finite set of numbers can be represented by a polynomial in 1 variable. An infinite set of primes is easily seen to require at least 3 variables (cf. [6], Theorem 4.1).

At the present time only twenty five Mersenne primes are known. These are the numbers $2^n - 1$ for the following values of $n$: 2, 3, 5, 7, 13, 17, 19, 31, 61, 89, 107, 127, 521, 607, 1279, 2203, 2281, 3217, 4253, 4423, 9689, 9941, 11213, 19937, 21701.

The first twenty five even perfect numbers are therefore obtained by substituting these values of $n$ into Euclid's formula $2^{n-1}(2^n - 1)$. The three giant Mersenne primes

$$2^{217} - 1, \quad 2^{89} - 1, \quad 2^{431} - 1,$$

are the largest known primes at the present time. They were discovered by D. Gillies [4], B. Tuckerman [23], and two students Laura Nickel and Curtis Noll, age 18. Sierpiński [20] gives an explanation of how such large numbers can be proved prime, using a theorem of F. Lucas and D. H. Lehmer [9]. We will use this same theorem to formulate our Diophantine definition of the Mersenne primes, in Section 3.

At the present time we are unable to prove that there exists a Mersenne prime greater than $2^{4423}$. And the situation with regard to the Fermat primes seems even less certain. Only five Fermat primes are known at the present time, $F_0 = 3, F_1 = 5, F_2 = 17, F_3 = 257$ and $F_4 = 65537$. All larger Fermat numbers, $F_n = 2^{2^n} + 1$ which have been investigated to date have turned out to be composite. In particular $F_5$ is known to be composite for $4 < n < 20$ and for many larger values of $n$. R. M. Robinson proved $F_{144}$ composite [20].

On the other side, we are also unable to prove the existence of infinitely many composite Fermat numbers. And no one has succeeded in proving the existence of infinitely many composite Mersenne numbers with prime index. It is widely believed that there are infinitely many Mersenne primes and therefore infinitely many even perfect numbers. The fact that an odd perfect number has yet to be found makes it seem very likely that the polynomial (2) actually includes all perfect numbers,

2. The Pell equation. We shall require a number of lemmas concerning the solutions of the Pell equation $x^2 - (a^2 - 1)y^2 = 1$. We shall use the notation of [13]. Proofs not given may be found in [1], [6], [13], [16], [17]. All variables denote nonnegative integers unless otherwise defined.

The solutions of the special Pell equation $a^2 - (a^2 - 1)y^2 = 1$ can be generated algebraically by the equation

$$x_n + y_n\sqrt{a^2 - 1} = (a + \sqrt{a^2 - 1})^n$$

or as Lucas sequences with the defining equations

$$x_0 = 0, \quad x_1 = a, \quad x_n = 2ax_{n-1} - x_{n-2},$$

$$y_0 = 0, \quad y_1 = 1, \quad y_n = 2ay_{n-1} - y_{n-2}.$$
only if there exist integers $A$ and $C$ such that

(i) $S < A$,
(ii) $S + B < A$, $Y^2 < A$,
(iii) $(S^2 - 1)YC = S(Y^2 - 1)(\mod 2AS - S^2 - 1)$,
(iv) $C = \varphi_d(B)$.

Proof. By Lemmas 2.4, 2.5, and 2.7. Note that the conditions (i) and (ii) may be replaced by the condition of Lemma 2.6 with $X = 3B + Y + 2$.

Julia Robinson and Yu.V. Matijasevič [13] have worked out a Diophantine definition of the relation $C = \varphi_d(B)$ which uses only 3 unknowns. This is given in the next lemma. For a proof see [13].

**Lemma 2.9.** Let $1 < A$ and $0 < B$. The relation $C = \varphi_d(B)$ holds if and only if there exist integers $D, E, F, G, H, I$ and nonnegative integers $i, j$ such that

A1. $DFI = \varnothing$, $F|H - C$, $B < C$,
A2. $D = (A^2 - 1)C^2 + 1$,
A3. $E = 2(i + 1)D(e + 1)C^e$,
A4. $F = (A^2 - 1)E^2 + 1$,
A5. $G = A + F(E - A)$,
A6. $H = B + 2jC$,
A7. $I = (e^2 - 1)H^2 + 1$.

This definition has the convenient built-in feature that any other divisibility condition, for example (iii) above, may be combined with that in A1. For $F \perp e + 1$ so that $F|H - C$ and $e + 1|P$ is equivalent to $P(e + 1)|(H - C)(e + 1) + FP$. Hence only 5 unknowns are needed to define the exponential relation by the method of Lemma 2.8. When $1 < B$, we may replace $f$ by $j + 1$ in A6 so that $0 < H - C$ in A1. This is important for applications of Theorem 5.1:

The equations A1–A7 may be rewritten as follows:

**Lemma 2.10.** Let $1 < A$ and $0 < B$. The relation $C = \varphi_d(B)$ holds, if and only if there exist integers $D, E, F, G, H, I$ and nonnegative integers $D, E, F, G, H, I$ such that

P1. $D < I$, $F|I - D$, $B < C$,
P2. $D^2 = (A^2 - 1)C^2 + 1$,
P3. $E = 2ieC^e$,
P4. $F^2 = (A^2 - 1)E^2 + 1$,
P5. $G = A + F(E - A)$,
P6. $H = B + 2jC$,
P7. $I = (e^2 - 1)H^2 + 1$.

Proof. Lemma 3.10 may be proved exactly as Theorem 4 is proved in [13]. The only change required is to replace the second step down for the $\varphi$ sequence by the corresponding lemma for the $\chi$ sequence (Lemma 2.24 of Davis [1]), cf. also [6], Lemmas 2.5.

Now if we take $e = 1$ and express the conditions $D < I$ and $F|I - D$ by $(3)(I = D + 1F)$, then the unknowns $E, G, H$ and $I$ eliminate by substitution and the system $Y^2 - F$ reduces to the following simple set (used in writing out (1), (2) and (3)).

Q1. $B < C$,
Q2. $D^2 = (A^2 - 1)C^2 + 1$,
Q3. $E^2 = 4(A^2 - 1)C^2 + 1$,
Q4. $(D + 1F)^2 = (A + F(E - A))^2 - 1(B + 2jC)^2 + 1$.

When these equations are used in the definition of exponentiation, then, if we wish, we may use the congruence of Lemma 3.3 rather than that of Lemma 2.4 because $\chi_d(n)$ is now available in the form of $D$.

3. The Mersenne primes and even perfect numbers. The basic connection between these two sets of numbers was discovered by Euclid and Euler who proved that an even number is perfect if and only if it is of the form $2^{n-1}(2^n - 1)$ where $2^{n-1}$ is prime. To determine the primality of a Mersenne number $2^n - 1$, we may use a test worked out by Lucas and Lehmer ([9], [20]). This test uses the sequence $s_n$ defined by $s_1 = 4$ and $s_{n+1} = s_n^2 - 2$.

**Lemma 3.1.** (Lucas-Lehmer [9]). Let $N = 2^n - 1$, $n > 2$. $N$ is prime, if and only if $N|s_{n-2}$.

Mersenne numbers are always odd and $s_n$ is always even, so the test may equally well be based on the sequence $s_n = s_{n-2}/2$. This sequence has the defining equations $t_1 = 2$ and $t_{n+1} = 2t_n^2 - 1$. Fortunately the sequence $t_n$ is closely related to the sequence of solutions of the Pell equation. The author and his student D. Wiens [24] discovered

**Lemma 3.2.** $t_n = 2s_n(2^{n-1})$.

Proof. From Lemma 2.2 we see that the two sequences have the same defining equations.

Now let $b = 2^{n-1} - 1$ so that $N = 2^n - 1 = 4b + 3$. Then $N$ is a Mersenne prime if and only if $b = 0$, or $b + 1$ pow 2 and $N|\chi_d(b + 1)$. Let $S$ be any fixed positive power of 2, eg. 2 or 4. Then the condition $b + 1$ pow 2 is equivalent to $b + 1|S^{b+1}$. Thus $N = 4b + 3$ is a Mersenne prime if and only if $b = 0$ or there exist numbers $d, B, Y$ satisfying

(i) $B = b + 1$, (ii) $Y = Bd$, (iii) $Y = S^B$, and (iv) $N|\chi_d(B)$.
The exponential relation (iii) may be defined by the equations of Lemmas 2.8 and 2.9. These equations define $v_d(B)$ rather than $v_e(B)$, which we need for (iv). Nevertheless, if we are to choose $A = 2$ (mod $N$), then the third condition (iv) may also be defined in terms $C = v_d(B)$. Using Lemma 2.1 one can show

if $A = 2$ (mod $N$), then $N|x_a(B) ⇒ N^2[(A^2 - 1)C^2 + 1$,

if $A = 2$ (mod $N$), then $N|x_a(B) ⇒ N^2(3C^2 + 1$.

It is interesting to note that the method here, working with the Pell equation modulo $N$, is very much analogous to the situation in actual computational practice where one works with the sequence $x_n$ modulo $N$.

Thus we obtain from Lemmas 2.6, 2.8, and 2.9, the following equations for the Mersenne primes:

**Lemma 3.3.** The number $4b + 3$ is a Mersenne prime if and only if $b = 0$

or there exist integers $a, b, c, d, e, f, g, h, i, j$ such that

(1) $S = a$,

(9) $DF = \varnothing, P = H - C$,

(2) $N = 4b + 3$,

(10) $D = (A^2 - 1)C^2 + 1$,

(3) $B = b + 1$,

(11) $E = 2a - 1 + 1$,

(4) $Y = Bd$,

(12) $F = (A^2 - 1)^2 + 1$,

(5) $A = 2 + (h + 1)N$,

(13) $G = A + F(F - A)$,

(6) $X = N$, $d$,

(14) $H = B + 2d$,

(7) $(X^2 + 2)(b + 1)^2 + 1 = \varnothing$,

(15) $I = (G^2 - 1)H^2 + 1$,

(8) $(5^2 - 1)U = (5^3 - 1)(mod 24S - S^2 - 1)$,

(16) $N^2 = D$.

Proof. Suppose $b > 0$ and conditions (1)–(16) hold. Then $1 < A$ and $0 < B$ and by Lemma 2.9, (9)–(15) imply that $C = v_d(B)$. Conditions (1), (5), and (8) imply $Y \neq 0$. Hence $d = 0$ by (4). By (2), (3) $3B < N$ and hence $3Y < X$ by (4), (6). By (3) and (6) $7 < X$. Now (3) and (5) imply that $3B + 1 \leq N < X$. By Lemma 2.6, $X^2 - 1 \leq h < A$ so $X^2 < A$. Also $X^2 - 1 \leq N^2X^2 < N < A$ hence $N = a$. By (8) and Lemma 2.8 we have $X = S^2$. By (16), $N|x_a(B)$; by (5), $A = 2$ (mod $N$). Hence by Lemma 3.1, $N|x_a(B)$. Thus (1)–(iv) hold and $4b + 3$ is a Mersenne prime.

Conversely, suppose $4b + 3$ is a Mersenne prime and $b > 0$. Let $S = 4$ and put $N = 4b + 3$. Choose $d$, $B$, and $Y$ satisfying (1)–(iv). Put $X = N$. By Lemma 2.6 we may choose $h$ satisfying (1)–(iv). Put $A = 2 + (h + 1)N$. Put $C = v_d(B)$. Lemma 2.4 implies condition (8). By Lemma 2.9 we may choose non-negative integers $g, i, j$ and integers $D, E, F, G, H, I$ satisfying (9)–(15). Here $D = 2^2(B)$, by (iv), $N|x_a(B)$. By (5), $A = 2$ (mod $N$).

So by Lemma 3.1, $N|x_a(B)$. Hence (16) holds. Hence (1)–(16) all hold.

From the equations and conditions of Lemma 3.3 it is easy to construct the polynomial formulas (1) and (2) representing Mersenne primes and even perfect numbers respectively. We proceed with this.

**Proof of Theorem 1** (formulas (1) and (2)). We obtain shorter formulas if we first make a few modifications. Lemma 3.3 remains true if we replace (1) by $S = 2$, (5) by $A = 3 + kN^3$, (8) by

$$D = Y + C(A - 2)\text{mod}(24S - S^2 - 1),$$

(9)–(15) by $Q_3 = 3$ and (16) by $N|D$. We need not include condition Q1 for we have $D^2 = (A^2 - 1)C^2 + 1 = 3C^2 + 1$ (mod $N^2$) by (5). Hence $X^2 + 3C^2 + 1$ by (16). So $X^2 + 1 \leq N \leq 3C^2 + 1$ and therefore $B < C$. Thus Q1 is implied by the other conditions. The proof that $X \neq 0$ is a little different than before. We must use the fact that $C = v_d(B)$ so that $Y = Y^2(\text{mod}(24S - S^2 - 1)$ by (5) and Lemma 2.3. Then $S^2$ is a power of $2$ whereas $24S - S^2 - 1$ is an odd number. So $Y \neq 0$.

The rest of the proof goes through without change.

The polynomials (1) and (2) are constructed from these modified equations. First eliminate the variables $S, B, X, Y$ by substitution. Replace $A, C, F, N$ by lower case letters. Replace $\varnothing$ by $m^2$ in (7) and $N|D$ by $D = kN$ in (16). Transpose all terms in the equations to one side, sum the squares of the equations and apply (essentially) the method of Putnam [16] explained in § 1. The construction of formula (2) proceeds similarly. It follows from Euclid's formula that $4b + 3$ is a Mersenne prime if and only if $(2b + 2)(4b + 3)$ is an even perfect number.

**Proof of Theorem 3** for Mersenne primes and even perfect numbers. Here we show how to reduce the number of unknowns to 6. Consider again the conditions (1)–(16) of Lemma 3.3. The variables $S, N, B, Y, A, X, D, E, F, G, H, I$ may be eliminated by substitution. Then remain two square conditions, (7) and (9), and three divisibility conditions, (8), (9) and (16), involving the parameter $b$ and the unknowns $d, g, i, j, b, j$. By (1) and (5), $2AS - S^2 - 1 = -1$ (mod $N$). Hence $N|2AS - S^2 - 1$. Therefore the two divisibility conditions (8) and (16) may be combined into one divisibility condition with divisor $N^2(24S - S^2 - 1)$.

(This is why we took $S = 4$ in (1).) If we now put $e + 1 = N(2AS - S^2 - 1)$ in (11), then $F, N$ and $2AS - S^2 - 1$ will be relatively prime in pairs so that all three divisibility conditions may be combined into one with divisor $FN^2(24S - S^2 - 1)$. Now $e + 1$ will be positive if we replace $h$ by $h + 1$ in (5). The divisor in condition (8) will then also be positive, but the dividend may well be negative. Hence both should be squared. If we also replace $j$ by $j + 1$ in (14) then $H = C \neq 0$ and so the entire dividend will be nonnegative. The divisor, $FN^2(24S - S^2 - 1)$ will also be positive.
by the choice of $S$. Applying [13] the Relation Combining Theorem (see §5) we obtain a polynomial $M_2(b, d, g, h, i, j, n)$ (in six unknowns) with the property that $4b + 3$ is a Mersenne prime if and only if $\exists d, g, h, i, j, n$ such that $b = 0$ or $M_2 = 0$. Hence the seven variable polynomial $(4b + 3)^2 \times (1 - bM_2)$ represents Mersenne primes. And the seven variable polynomial $(2b + 2)(4b + 3)(1 - bM_2)$ represents the set of all even perfect numbers. ■

Open Problem. The Lucas–Lehmer primality test for Mersenne numbers, $N = 2^n - 1$ (Lemma 3.1) involves the condition $N|a_{n-2}$. Can we replace this condition by $N|a_{n+1}$? The latter condition is easily seen to be necessary. Is it sufficient?

4. The Fermat primes. Fermat's numbers are defined by $F_n = 2^{2^n} + 1$. Thus it might appear necessary to define a double exponential to define Fermat primes. Fortunately this is not so. We need only define primality for numbers of the form $2^n + 1$, since any prime number of this form is necessarily a Fermat number.

The primality of a number of the form $2^n + 1$ may be determined by a simple test due to T. Pepin [14]. This test also appears in M. Robinson [18] and Sierpinski [20]. The test is based on Euler's criterion which states that if $N$ is an odd prime and $aN$, then $a^{2^{n-1}} \equiv (aN) \pmod{N}$, where on the right side of the congruence we have a Legendre symbol.

**Lemma 4.1.** (Pepin [14]). Let $N = 2^n + 1$ and suppose that $N|x$ and $(aN) = 1$. Then $N$ is prime, if and only if $a^{2^{n-1}} \equiv 1 \pmod{N}$. ■

Proof. If $N$ is prime then the congruence holds by Euler's criterion. For the converse, suppose that the congruence holds. Then $a^{2^{n-1}} \equiv 1 \pmod{N}$ but $a^{2^n} \equiv 1 \pmod{N}$. So $2^n$ is the exact order of $a$ to the modulus $N$. The congruence also implies $a_1N$ so that Euler's Theorem, $a^N \equiv 1 \pmod{N}$ holds. Thus $2^n \equiv (aN) \pmod{N}$ if $N$ is composite, then we would have $a(aN) < N - 1$. Hence $N$ is prime. ■

There are several choices for $a$. For example $(3/N) = -1$ and $(6/N) = -1 (N > 5)$. But we prefer $a = 3$. It is not difficult to show, using quadratic reciprocity, that when $N = 2^n + 1$ is prime and $n > 1$, then $12|N$. This choice of $a$ will allow us to define both the Pepin test condition, and the condition $N - 1$ or $N + 1$, using only one exponential, a power of 12. For this purpose $a = 6$ would also do but if $N = 5$, then $(6/N) = -1$ and we have an exception. For this reason we take $a = 12$.

**Lemma 4.2.** All the Fermat numbers $F_n$ $(n > 0)$, have the form $6g + 5$.

Proof. For $n > 0$, $2^n = 4 \pmod{6}$. Hence $F_n = 5 \pmod{6}$.

**Lemma 4.3.** $N = 6g + 5$ is a Fermat prime, if and only if $N$ such that

1. $Y = 12^{12k} + 1$
2. $3g + 2|Y$
3. $Y = -1 \pmod{N}$.

Proof. Since $N = 6g + 5$, we have $N - 1 \equiv 3$. Condition (2) asserts that $(N - 1)/2$ divides a power of 12. Hence $N - 1$ is a power of 2. Condition (3) is Pepin’s congruence test for the primality of $N$.

Now from Lemmas 4.3, 2.8 and 2.9 we obtain the following equations for the Fermat primes. By Lemma 4.2, the definition will include all Fermat primes except $F_2 = 3$.

**Lemma 4.4.** For any nonnegative integer $g$, $6g + 5$ is a Fermat prime, if and only if there exist integers $A, B, C, D, E, F, O, H, I, S, Y, X$ and nonnegative integers $h, i, j, k, y$ such that

1. $X = 3B + Y + S + 2$
2. $X^2 + (1 - y^2) = 1$
3. $(S - 1)Y C$
4. $(A - 1)E_2 = (4 + 1)\times (S - 1)(2AS - 8^2 - 1)$
5. $(A - y^2 + 6) + 6$
6. $B = 3g + 2$
7. $S = 12$
8. $Y = Bh$
9. $(6g + 5)\times 1$

Here we have taken $A = (y + 1)\times (6g + 5) - 6$ (rather than $A = y$), so that $2AS - 8^2 - 1 > 0$ and $6g + 5 \times 2AS - 8^2 - 1$. Hence as before all 2 divisibility conditions (2), (3) and (9) may be combined into one divisibility condition by choosing $e + 1 = (6g + 5)\times (2AS - 8^2 - 1)$ so that the divisors are relatively prime in pairs.

After $A, B, \ldots, Y$ have been eliminated by substitution there remain only one divisibility condition and two square conditions involving the parameter $g$ and the unknowns $h, i, j, k, y$. As before these three conditions are definable in 1 additional unknown, $n$, by the Relation Combining Theorem of [13] (cf. §5). The result is a polynomial $M_2(g, h, i, j, k, y, n)$ with the property that $6g + 5$ is a Fermat prime, if and only if $3g + 2 = 0$. Variables $S, X, Y$ were eliminated and $A, B, C, D, E$ retained and replaced by the lower case letters $a, b, c, d, f$.

5. The degree. What will be the degree of the 7 polynomials constructed here? The Relation Combining Theorem, as stated in [13], is somewhat uneconomical with respect to the degree. However, Yu.V.
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Theorem 5.1. For all integers \( A_1, \ldots, A_2, B, D, V_1, \ldots, V_q \) with \( -B_1, 0 \leq D \leq 1, \pm \sqrt{A_1} \leq V_1, \ldots, \sqrt{A_q} \leq V_q \) and \( B, D, V_1, \ldots, V_q \), the conditions

\[
M_q = \prod [B_1 + C - B(2D - 1) \cdot \{C + W_1 \pm \sqrt{A_1} \cdot \sqrt{A_2} W_1 \pm \sqrt{A_3} W_2 \pm \cdots \}
\]

where \( W_i = V_1 V_2 \ldots V_i \).

A direct calculation, based on Theorem 5.3, gives the following values for the degree. The degree of \( M_q \) is 456 for the Mersenne prime definition and 452 for the Fermat prime definition. Hence the \( 7 \) variable Mersenne prime representing polynomial of Theorem 3 has degree 914. The \( 7 \) variable even perfect number polynomial has degree 915 and that of the Fermat primes degree 906.

Of course the degree of all of these polynomials can be reduced to 5 by a well known method of substitution due to Skolem [22], (cf. Davis [1], Theorem 7.5). But this method of reducing the degree increases the number of variables, from 7 to about 20 in our case.