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1. Introduction. The Bell numbers $B(n)$ may be defined in various ways:

(1.1) DEFINITION. Combinatorially: $B(n)$ is the number of partitions of a set of $n$ distinct objects into nonempty subsets.

(1.2) DEFINITION. By Dobinski's formula:

$$B(n) = e^{-1} \sum_{n=0}^{\infty} \frac{n^n}{n!}.$$ 

(1.3) DEFINITION. By exponential generating function:

$$e^{e-1} = \sum_{n=0}^{\infty} \frac{B(n)x^n}{n!}.$$ 

Their first few values are tabulated at (1.8). The survey article [10] by Rota discusses their elementary properties and has a large bibliography.

Several authors ([2], [7], [10], [13]-[15]) have investigated their "arithmetic" behaviour modulo a prime $p$, establishing the linear recurrence of Touchard (5.4)

(1.4) $B(n+p) = B(n+1) + B(n) \pmod{p}$

and the periodicity

$$B(n+l) = B(n) \pmod{p},$$

where

$$l = (p^p - 1)/(p - 1).$$

Calculations [7] have shown that $l$ is the minimum period for small $p$; however, its minimality for all $p$ remains undecided.

Carlitz [4] (brought to our attention by the referee) investigated a generalization of $B(n)$ modulo a prime power $p^r$, establishing our (6.9), (his 6.9), and the upper bound part of our period (6.2), (his 6.8). Touchard
also noted some omissions modulo a composite \( m \) in [14]. We shall establish in Section 3 that the minimum linear recurrence satisfied by \( B(n) \) modulo \( m \) has degree \( r \), where \( r \) is the smallest number such that \( r! \) is divisible by \( m \); and that the coefficients of this recurrence may be taken as the \( r \)th row of the matrix \((SC)^{-1}\), where \( S \) and \( C \) are formed in the natural way from Stirling type II numbers and binomial coefficients; and in Section 6 that the period of \( B(n) \) modulo \( p^a \), divides, with quotient coprime to \( p \),

\[
l = p^{r-1}(p^a - 1)/(p - 1)
\]

where

\[
t = \begin{cases} 
1 & \text{if } p > 2 \text{ or } s = 1, \\
0 & \text{if } p = 2 \text{ and } s > 1.
\end{cases}
\]

A full period of \( B(n) \) modulo various \( m \) is displayed at (1.7).

"Umbral" calculus will be employed to render proofs more readable and succinct; \( B^n \) is written for \( B(n) \), and the resulting polynomials in the operator \( B \) are more or less freely manipulated. For instance

\[
B^n + 1 = (B + 1)^n
\]

(as in (4.2)) means

\[
B(n + 1) = \sum \binom{n}{k} B(k);
\]

Touchard's recurrence (henceforth TR) becomes

(1.5)

\[
B^n + 1 = B+B^n = (B+1)^n
\]

in which setting \( n \to 0 \) yields

(1.6)

\[
B^n = 0 \pmod{p}.
\]

We distinguish three increasingly powerful sorts of umbral relation.

"Equations" or "congruences" such as (1.5), (1.6), (4.6) are valid only as they stand. "Recurrences" such as (TR), (5.9), (6.1) have a factor \( B^n \) — often implicit — and are valid for arbitrary \( n \). "Identities" such as (4.10) are valid for any transcendental \( \omega \) in place of \( B \). Recurrences modulo \( m \) may be added and multiplied just like identities, with one exception: if \( h(B) = 0 \pmod{m} \) and \( h'(B) = 0 \pmod{m} \) are recurrences, then \( h(B)h'(B) = 0 \pmod{mm} \) is a recurrence only if at least one of \( h, h' \) is an identity. For example, the give-and-take principle (4.8) works even if \( f = g \) is only a recurrence, since (4.7) is an identity (of degree zero); on the other hand, from (TR) it does not follow that

\[
B^n(B^n + 1) = 0 \pmod{p^2}.
\]

In fact, the correct exponent on the left hand side is \( 3 \) — see (5.9).

Within proofs, the factor \( B^n \) and the congruence modulus \( m \) or \( p^a \) may be omitted. A right arrow within the invocation of a theorem denotes substitution: e.g. "(TR) with \( p \to 2 \)" means \( B^n(B^n - 1) = 0 \pmod{2^n} \).

Alphabetic conventions: lower case italic letters normally represent natural numbers, except that: \( a, b, c, \ldots \) may be integers where this makes sense; \( f, g, h, \ldots \) are polynomials, usually in \( B \); \( i, j, k \) are subscripts whose range, if unstated, may be deduced from the context; \( \rho \) is a prime; \( x, y, z \) are transcendental. Boldface upper-case letters represent matrices; lower-case, vectors; \( B, C \) umbral operators.

(1.7) Table. Residues of \( B(n) \) modulo \( m \):

| \( m \) | 2 | 1 | 1 | 0 | 1 | 4 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
|-------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 2 | 1 | 1 | 1 | 0 | ... | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 3 | 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
| 4 | 1 | 1 | 2 | 1 | 3 | 0 | 3 | 1 | 0 | 3 | 3 | 2 | ... | 4 | 7 | 1 |
| 8 | 1 | 1 | 2 | 1 | 3 | 4 | 5 | 7 | 4 | 3 | 5 | 6 | 4 | 7 | 2 | 5 | 5 | 2 | 1 | 3 | 4 | 7 | 1 |
| 9 | 1 | 1 | 2 | 5 | 7 | 4 | 3 | 5 | 4 | 3 | 7 | 2 | 5 | 5 | 2 | 1 | 3 | 4 | 7 | 1 |

\[
\sum_{k} \binom{a}{k} x^k y^{a-k}.
\]
(2.3) **Lemma.** The number of ways to choose, without repetition, a subset of size \(m\) from a set of size \(n\) is \(\binom{n}{m}\).

(2.4) **Lemma.** With repetition, the number is \(\binom{n+m-1}{m}\).

Stirling’s factorial approximation:

\[
 n! = \prod_{k=1}^{n} k \sim e^{-n} n^n \sqrt{2\pi n}.
\]

\(S(n, m)\) denotes the type II Stirling number, the number of ways to partition a set of size \(n\) into \(m\) nonempty subsets. By (1.1)

\[
 B(n) = \sum_{k} S(n, k).
\]

The type I number \(s(n, m)\) is defined by matrix inversion,

\[
 \sum_{k} S(m, k) s(k, n) = \delta_{mn}.
\]

Fundamental recursions are

\[
 S(n, m) = S(n-1, m-1) + mS(n-1, m);
\]

\[
 s(n, m) = s(n-1, m-1) - (n-1)s(n-1, m).
\]

Arithmetic behaviour modulo \(p^s\) is discussed in [2], [4].

We now define some special matrices. The row and column subscripts \(i\) and \(j\) shall run from 0 to \(r\) or \(\infty\). For clarity the initial segments of size 5 × 5, that is 0 ≤ \(i, j\) ≤ 4 = \(r\), are shown at (2.11).

\(S\) is defined to be \(\|S(i, j)\|\), and its inverse \(S^{-1}\) is got from (2.7).

\(C\) is \(\|\binom{i}{j}\|\), and its inverse is got from

\[
 \sum_{k} \binom{n}{k}(-1)^{n+k} \binom{k}{j} = \delta_{mn},
\]

proved by considering the coefficient of \(x^n\) in \((x-1+1)^n\). \(B\) is \(\|B(i+j)\|\), and \(F\) is the diagonal of factorials \(\|j! \delta_{ij}\|\). Finally \(D = SC\); explicitly, \(D = \|d_{ij}\|\) and \(D^{-1} = \|e_{ij}\|\) where

\[
 d_{ij} = \sum_{k} S(i, k) \binom{k}{j}, \quad e_{ij} = \sum_{k} (-1)^{i+j} \binom{\binom{i}{j}}{k} s(k, j).
\]

3. **Minimal recurrences for \(B(n)\).** A linear recurrence for \(B(n)\) module \(m\) is a vector \(a = (a_j)\) such that, for all \(n\),

\[
 \sum_{j} a_j B(n+j) = 0 \pmod{m};
\]

or in the matrix notation of Section 2,

\[
 aB = 0 \pmod{m}.
\]

Alternatively, we may regard it as an umbral polynomial

\[
 f(B) = \sum a_j B^j
\]

such that, for all \(n\),

\[
 B^n f(B) = 0 \pmod{m}.
\]
Improper solutions, i.e., multiples of recurrences modulo some proper divisor of \( m \), are excluded by insisting that the \( a_i \) have HCF coprime to \( m \). In this section, \( a \) and \( b \) are \( 1 \times (r+1) \) and \( B \) and \( F \) are \( (r+1) \times \infty \).

(3.3) **THEOREM.** Let \( r = r(m) \) be the least \( r \) for which \( m \) divides \( r! \). Then \( a = r \) row \( D^{-1} \) is a proper solution of (3.2) of minimal degree: that is, \( a_j = a_{i,j} \) is a recurrence fulfilling (3.1) (see definition (2.10)).

Proof by Gaussian elimination on (3.2), employing (3.6): since the transpose \( D' \) has integer coefficients and determinant unity, (3.2) is equivalent to

\[
aBD^{-1} = 0D^{-1} = 0,
\]

or to

\[
aDF = 0 \quad \text{by (3.6)},
\]

or to

\[
bF = 0 \quad \text{where} \quad b = aD;
\]

that is, \( j! b_j = 0 \mod(m) \) for all \( j \). Evidently there is no proper solution \( b \) unless \( m \) divides \( r! \); when \( b_j = d_j \) is a proper solution, and correspondingly \( a = bD^{-1} = \text{row } r \) of \( D^{-1} \).

By examining all possible solutions \( b \) in this proof, we see further that

(3.4) **COROLLARY.** A polynomial basis for the set of all recurrences satisfying (3.1) is the set

\[
\left\{ \sum_{j} e_j B^j \times m/\text{HCF}(m, j!) \right\} \quad \text{where} \quad i = 0(1)r.
\]

So the minimal recurrence is not unique, even to within a constant factor, unless \( m = p \) is prime.

(3.5) **EXAMPLES of minimal recurrences:**

\[
B^0(1-3B+3B^2) = 0 \mod(2), \quad \text{by row 2 of } D^{-1};
\]

\[
B^2(1-24B+29B^2-10B^3+B^4) = 0 \mod(4) \text{ and } \mod(8), \quad \text{by row 4};
\]

\[
B^2(B^2+B-1) = 0 \mod(4), \quad \text{by adding } 2(B+1)B(B^2-3B+1).
\]

To complete the proof of (3.3) it remains to show that we can diagonalise \( B \).

(3.6) **THEOREM.** \( B = DFD' \), that is,

\[
B(i+j) = \sum_k k!d_{ik}d_{jk}.
\]

(3.7) \( B(i+j) = \sum_{k} k!d_{ik}d_{jk} \).

\[
\text{Proof. Notice that } d_g = 0 \text{ for } j < 0 \text{ or } j > i. \text{ If } i > 0,
\]

\[
d_{ij} = \sum_k S(i, k) \binom{k}{j} \text{ by (2.10)};
\]

\[
= \sum_k \binom{k}{j} S(i-1, k-1) + \sum_k \binom{k}{j} S(i-1, k) \text{ by (2.8)};
\]

\[
= \sum_k \binom{k-1}{j} S(i-1, k-1) + \sum_k \binom{k-1}{j} S(i-1, k-1) +
\]

\[
+ j \sum_k \binom{k}{j} S(i-1, k) + \sum_k \binom{k}{j} S(i-1, k) \text{ by (2.1), (2.2)};
\]

\[
= d_{i-1,i} + d_{i-1,i-1} + jd_{i-1,i} + (j+1)d_{i-1,i+1} \text{ by (2.10)};
\]

that is, for \( i > 0,
\]

\[
d_{ij} = d_{i-1,i-1} + (j+1)(d_{i-1,i} + d_{i-1,i+1});
\]

\[
\text{Now temporarily write } b_{ij} \text{ for the right hand side of (3.7). Then}
\]

\[
b_{i+1,j+1} = \sum_k k!d_{ik}d_{jk} \cdot k = \sum_k \binom{k}{j} k!d_{ik}d_{jk} + (k+1)d_{i,k+1} \text{ by (3.8)};
\]

\[
= \sum_k \binom{k-1}{j} d_{ik}d_{jk-1} + \sum_k (k+1) d_{ik}d_{jk} + \sum_k k!d_{ik}d_{ik-1}
\]

setting \( k \rightarrow k-1 \) in the last term;

\[
= b_{i+1,j} \text{ since the previous expression is symmetric in } i \text{ and } j,
\]

So \( b_{i,n-i} \) is independent of \( i \); and setting \( n = i+j \),

\[
b_{ij} = b_{i+1,j} = d_{i+1,j} \text{ by definition of } b_{ij};
\]

\[
= \sum_k S(i+j, k) \text{ by (2.10) with } i \rightarrow i+j, j \rightarrow 0;
\]

\[
= B(i+j) \text{ by (2.8).}
\]

Similarly may be shown

\[
ev_{ij} = \delta_{i-1,j-1} - \delta_{i-1,j} - (i-1)\delta_{i-1,j}
\]

which is useful for tabulating \( D^{-1} \).

Finally, from (3.6) can be extracted the curiosity

\[
B(i+j) = \prod_k k!, \text{ where } B \text{ is now } (r+1) \times (r+1).
\]

(3.10) **COROLLARY.** \( |B| = |F| = \prod_{k=0}^{r} k! \), where \( B \) is now \( (r+1) \times (r+1) \).

\[
\text{Proof. } |D| = 1.
\]

4. **Properties of \( B(n) \); congruence lemmata.** From now on we take the modulus to be a prime power, \( m = p^a \). Nothing is thereby lost, since if

\[
m = \prod_k m_k
\]
is the factorization of \( n \) into powers \( m_k \) of distinct primes, then \( B(n) \equiv 0 \pmod{m} \) is determined from the set of \( B(n_i) \equiv 0 \pmod{m_k} \) and vice versa, via the Chinese remainder theorem ([9], Theorem 121):

\[
B(n) \equiv 0 \pmod{m} = \sum_k \left( B(n) \equiv 0 \pmod{m_k} \right) \left( m/m_k \right) \left( m/m_k \right)^{-1} \left( n \equiv 0 \pmod{m_k} \right).
\]

And the period \( \pmod{m} \) is the LCM of the periods \( \pmod{m_k} \).

We require the following elementary properties of \( B(n) \), expounded more fully in any of [10], [13]-[15]

\[
B^{n+1} = (B+1)^n
\]

which follows from the definition (1.1), by classifying the partitions according to the subset containing the \( (n+1) \)-th element. Hence for a polynomial \( f(B) \)

\[
f(B) = f(B+1).
\]

Replacing \( f(B) \) by \( \prod_{i=0}^{k-1} (B-i) \)

\[
f(B) = \prod_{i=0}^{k-1} (B-i) = f(B+k);
\]

whence, setting \( f(B) \equiv 1 \)

\[
\prod_{i=0}^{k-1} (B-i) = 1.
\]

Also, setting \( f(B) \equiv (B+1)^n \) in (4.3) gives the handy computational formula (where \( A \) is the forward difference operator)

\[
B^n = B(B-1)^{n-1} = A^n(B).
\]

We also require the following congruence properties.

\[
B^n \equiv 0 \pmod{p^{s+1}} \quad \text{if} \quad s \neq 0 \pmod{p}.
\]

Shown by counting powers of \( p \) in (2.1). There is a quantity of similar results in [12].

\[
B^n \equiv 0 \pmod{p^{s+1}} \quad \text{if} \quad s \neq 0 \pmod{p}.
\]

(4.8) THEOREM. The "give-and-take" principle: if \( f(x), g(x), h(x) \) are functions such that, for all \( n, t \) such that \( r \leqslant t \leqslant s, \)

\[
x^r f^{s-r} = x^r g^{s-r} \pmod{p},
\]

umbraically, then

\[
x^{s-r} f + h)^{s-r} = x^{s-r} (g + h)^{s-r} \pmod{p}.
\]

Proof of (BT) and (4.7) with \( s = s - r, t = t - r, \) noting that \( x^{s-r} f^{s-r} \)

is essentially a power of \( x^{s-r} f^{s-r} \).

\[
(a+b)^{s-1} = a^{s-1} \pmod{p}.
\]

Proof by (4.8) noting that \( p^{s-1} \equiv 1 \pmod{p} \).

An identity of Lagrange ([6], Theorem 112):

\[
\prod_{k=0}^{n-1} (a-k) = a^n - a \pmod{p}.
\]

Lemma. If for all \( n \) \( B^n f(B) \equiv 0 \pmod{m} \) then for all \( n \) \( B^n f(B+k) \equiv 0 \pmod{m} \).

Proof.

\[
B^n f(B+k) = \prod_{k=0}^{n-1} (B-i) \cdot f(B) \pmod{p}.
\]

\[
= 0 \quad \text{since} \quad f \quad \text{is a recurrence.}
\]

5. Some extensions of Touchard's recurrence. These comprise explicit formulae (5.5) for minimal recurrences equivalent to those of Section 3, and bounds on the exponents \( v \) and \( w \) such that \( B^{n-B-1} = 0 \pmod{p} \), and \( B^n = (B+1)^n \) (5.10). For brevity we shall set \( C = B^n - B - 1 \).

The divided difference operator \( A \) is defined, for given prime \( p \) and polynomial \( f(B) \), by

\[
A f = (B+1) f(B) - f(B).
\]

By Taylor's theorem, if \( f \) has integer coefficients then so has \( A f \). Easily,

\[
\sum_{B} A f = (B+1) f(B) - f(B).
\]

Given any recurrence for \( B \) modulo \( p \), we can bootstrap ourselves up to \( p^s \); thus:

\[
B^n f = 0 \pmod{p^{s+1}} \quad \text{then} \quad B^n f = 0 \pmod{p^s}.
\]

Proof.

\[
B^n f(B) = \prod_{k=0}^{n-1} (B-k) f(B) \pmod{p}.
\]

\[
= (B+1) f(B+1) - f(B) \pmod{p}.
\]

\[
= B^n f(B) \pmod{p} \quad \text{by (5.1)}.
\]

\[
\sum_{B} A f = (B+1) f(B) - f(B) \pmod{p}.
\]

\[
= 0 \pmod{p^{s+1}} \quad \text{by (4.11) with} \quad m \equiv p^{s+1}, \quad k = -p.
\]

(5.4) COROLLARY (Touchard's recurrence).

\[
C = 0 \pmod{p} \quad \text{by (5.3) with} \quad s = 1, \quad f = 1.
\]
With the aid of (5.3) the following recurrences $g_s(B) = 0 \pmod{p^s}$ may be constructed. By (3.3) they are minimal when $p \geq s$; but they are not identical to the rows of $D^{-1}$.

$$
\begin{align*}
g_0 &= 1, \\
g_1 &= C, \\
g_2 &= C + p, \\
g_3 &= C^3 + 3pC - p^2, \\
g_4 &= C^4 + 6pC^2 - 4p^2C + p^3(p + 3), \\
g_5 &= C^5 + 10pC^3 - 10p^2C^2 + 5p^3(p + 3)C - p^4(p + 10).
\end{align*}
$$

(5.5)

Recurrences which are powers of $C$ are most easily investigated via a more general expression. Let $h_s$ temporarily denote an arbitrary polynomial of the form

$$
h_s = \prod_{k=1}^{r} (C + pf_k)
$$

where the $f_k$ are arbitrary polynomials in $B$.

(5.6)

**Lemma.** Given $r$ and $s$, if

$$
B^a h_{s-1} \equiv 0 \pmod{p^{s-1}} \quad \text{for all } h_{r-1},
$$

then

$$
B^a h_s \equiv B^a C^s \pmod{p^s} \quad \text{for all } h_s.
$$

Proof by induction on $r$: for any $h_s$ there is an $h_{s-1}$ such that

$$
h_s = (C + pf_k)h_{s-1}.
$$

So $h_s - C h_{s-1} = pf_k h_{s-1} = 0$ by assumption; that is, $h_s = Ch_{s-1}$. We can similarly eliminate the rest of the $f_k$, so $h_s = C^r$.

(5.7)

**Lemma.** $B^a h_{s-1} \equiv 0 \pmod{p^s}$ for all $h_{s-1}$.

Proof by induction on $s$: let $r = 2s - 1$, and suppose $h_{s-1} \equiv 0 \pmod{p^{s-1}}$; then $h_{s-1} = 0 \pmod{p^{s-1}}$, being a multiple of $h_{s-2}$. Now

$$
h_s = C^s \pmod{p^s} \quad \text{by (5.7)};$$

$$= p \Delta C^{s-1} \quad \text{by (5.3) with } f \rightarrow C^{-1};$$

$$= p \Delta C \times \prod_{k=1}^{s-1} C^{s-1-k}C(B + p)^k,$$

where $C(B + p)$ means $(B + p)^p - (B + p) - 1$, by repeated application of (5.2);

$$= p \Delta C \times \sum_{k=1}^{s-1} h_{s-1} = 0 \pmod{p^s} \quad \text{by (5.8) with } s \rightarrow s - 1.$$

(5.8)

For $s \rightarrow 1$, the result is immediate by (TR).

(5.9) **Theorem.** $B^a C^{s-1} \equiv 0 \pmod{p^s}$ by (5.8).

These results are not optimal; for instance, if $2s - 3 \geq p > 3$ they may be sharpened -- see [8] -- to

$$
h_{s-3} = 0 \quad \text{and} \quad C^{s-2} = 0.
$$

Finally, a congruence which is a power of $C$ split between right and left sides:

(5.10) **Theorem.** If $p$ is an odd prime,

$$
B^a B^{p^s} = B^a (B + 1)^{p^s-1} \pmod{p^s}
$$

that is, modulo $p^{s+1}$ there is some $u$ for which the recurrence fails.

Proof by induction on $s$: we first restate (5.10) in the stronger form

(5.11)

$$
(B + 1)^{p^s-1} = B^p - C^{p^s-1} + pg(B),
$$

where $g = 0 \pmod{p^s-1}$ exactly. This is sufficient by (5.9) with $s \rightarrow s + 1$, if $p^s - 1 \geq 2s + 1$, that is

(5.12)

$p \geq 5$ and $s \geq 2$, or $p = 3$ and $s \geq 3$.

For $s > 2$,

$$
(B + 1)^{p^s-1} = (B + 1)^{p^s-1} = (B^{p^s-1} + C^{p^s-1} + pg(B),
$$

where $f = 0 \pmod{p^s-1}$ exactly;

$$= (B^{p^s-1} - C^{p^s-1} + C^{p^s-1})f + ph
$$

by (BT), where $h = 0 \pmod{p^s}$ since it is a multiple of $p^s f$;

$$= B^p - C^{p^s-1} + pB^{p^s-1}u - pg
$$

by (BT) and (5.9); the other terms, all multiples of $pC^{p^s-1}$, may be absorbed into $ph$ provided $p^{s-1} \geq 2s - 1$, that is

(5.13)

$p \geq 5$ and $s \geq 3$, or $p = 3$ and $s \geq 4$.

Now set

$$g = pB^{p^s-1}u - pg + h,$$

since $f = 0 \pmod{p^s-1}$ exactly and $h = 0 \pmod{p^s-1}$, $g = 0 \pmod{p^s-1}$ exactly. This is the inductive step.

It remains to treat the initial cases excluded by (5.12), (5.13). For (5.11) with $s = 2$, by definition of $C$,

$$
(B + 1)^{p^2} = (B^2 - C)^p = B^p - C^p + pg
$$

by (BT),
where \( g = B^p(p-\ell) - B^p C + \frac{1}{5} (p-1) C^2 + C^3 f \). Since \( C^s = 0 \pmod{p^2} \) by (5.9), we have to show that the expression \( | \) is zero \( \pmod{p} \) exactly. The method involves a basis (3.4) for the recurrence modulo \( p^2 \) and \( p \) in turn. If \( s \leq p \) (5.5) gives the convenient basis \( g,p^{p-\ell} \), \( \ell = 0 \text{ or } 1 \). Reducing the expression modulo these bases should yield non-zero and zero residues respectively. In this case the bases are

\[
(p^s, pC, C^2 + C) \quad \text{and} \quad (p, C)
\]

and the residues of the expression are

\[
-(B+1)C - \frac{1}{2} p(p-3) \equiv 0 \pmod{p^2}
\]

by (3.3),

\[
= 0 \pmod{p}
\]

Similarly, omitting computational details, for (5.11) with \( s = 3 \) and \( p = 3 \),

\[
(B+1)^p = B^p C - C^2 + pg
\]

with residues

\[
B^{-16} g = -pC(B+1)^2 + p^2 B \pmod{p^4},
\]

\[
= 0 \pmod{p^2}
\]

For (5.10) with \( s = 2 \) and \( p = 3 \), the residues of

\[
(B+1)^2 - B^2
\]

turn out the same as for \( B^{-16} g \) above.

For (5.10) with \( s = 1 \), use (TR) and (3.3). ■

6. The periodicity of \( B(n) \). Firstly, let \( p \) be an odd prime. Continuing on from (5.10) we shall establish a binomial recurrence (6.2) giving a period of \( B(n) \).

(6.1) Lemma. \( B^n B^{p-1} = B^n (B+1)^{p-1} \pmod{p^2} \), \( p \) odd.

Proof by induction on \( t \); trivial for \( t \rightarrow 0 \). For \( t > 0 \),

\[
0 = (C^s)^{t-1} \equiv (p^s)^{t-1} \pmod{p^2},
\]

since \( p^{t-1} \geq 2t - 1 \);

\[
= (B^p - B^{p-1} - 1)^{s-1} \pmod{p^2}
\]

by (BT), (4.9);

\[
= (B^p - B - 1)^{s-1} \pmod{p^2}
\]

by (6.1) with \( t \rightarrow t-1 \), (4.8) with

\[
h \rightarrow B^{p-1} - 1, f \rightarrow -B^{p-1}, g \rightarrow -(B+1-1), r \rightarrow 1;
\]

so (6.1) holds by (4.8), with \( r \rightarrow 1 \), \( f \rightarrow B^p - B - 1 \), \( g \rightarrow 0 \), \( h \rightarrow B + 1 \). ■

(6.2) Theorem. For odd \( p \) let \( l(p^t) = p^{t-1} (p^t - 1) \). Then

\[
B^{p+1} = B^n \pmod{p^2}
\]

for all \( n \);\n
\[
B^{p+1} \equiv B^n \pmod{p^2} \quad \text{for some } n \quad (s \geq 2).
\]

Proof. Notice that, for \( s \geq 2 \),

\[
B^{p-1} (B+1)^{p-1} = B^{p-1} \pmod{p^2}
\]

by (4.9);

\[
= B^{p-1} \pmod{p^2}
\]

by (6.1) with \( t \rightarrow p-1 \);

\[
= \prod_{k=0}^{p-2} (B+k)^{p-1} \pmod{p^2}
\]

by (6.1) with \( t \rightarrow k \);

\[
= (B^p - B)^{p-1} \pmod{p^2}
\]

by (4.10), (4.9);

\[
= 1 \pmod{p^2}
\]

by (4.8) with \( r \rightarrow 1, f \rightarrow C, g \rightarrow 0, h \rightarrow 1 \), and (5.9) noticing that \( 2t-1 \leq p^{t-1} \).

It follows that \( B^{p-1} \equiv 1 \pmod{p^2} \) or

\[
(B-1)^{p-1} = B^{p-1} \pmod{p^2}
\]

by (6.1) with \( k \rightarrow 1 \).

This last is false modulo \( p^2 \) but true modulo \( p^{t-1} \), by (5.10). ■

(6.3) Corollary. \( \sum_{k=0}^{t-1} B(n+k) = 0 \pmod{p^2} \), \( l = l(p^t) \).

Proof. Evidently

\[
\sum_{k=0}^{t-1} B(n+k) = \sum_{k=0}^{t-1} B(n+1+k) - (B(n+l) - B(n))
\]

\[
= c, \quad \text{a constant by (6.2)}
\]

Then for any polynomial \( f(B) \)

\[
\sum_{k=0}^{t-1} B^k f(B) = c f(1)
\]

choosing \( f(B) = C^{p-t}, f(1) = (-1)^{p-1} = -1 \),

\[-c = \sum_{k=0}^{t-1} B^k C^{p-t} = 0 \pmod{p^2} \]

by (5.9). ■

Secondly, let \( p = 2 \).

(6.4) Theorem. Let \( l = l(2^s) = 3 \cdot 2^s \) for \( s \geq 2 \); \( 3 \) for \( s = 1 \). Then

\[
B^{2^s} \equiv B^n \pmod{2^{s+2}}
\]

and \( l \) is minimal.

Proof. For \( s \geq 2 \),

\[
B^{2^s} = (B^{2^s-1})^2
\]

\[
= (1 + (B+1)^2 + 2B)^{2^{s-1}} = (1 + (B+1)C)^{2^{s-1}} \pmod{p^s}
\]

by (4.9);

\[
= 1 + \left( \frac{2^{s-1}}{2} \right) (B+1)^2 C^2 + \left( \frac{2^{s-1}}{4} \right) (B+1) C^4 \pmod{p^s}
\]

by (BT), (4.7), (5.9);
that is,

\[ B^{(2)} - 1 = 2^{s-1}(2^{s-1} - 1)g \]

where we now have to examine the recurrence status of

\[ g = 2(B+1)^3C^2 + 1(2^{s-2} - 1)(2^{s-2} - 3)(B+1)^4C^4 \]

modulo \( 2^s \) and \( 2^s \). Suppose \( s \geq 5 \); then

\[ g = 2(B+1)^4C + (B+1)^4C^4(\mod 2^s). \]

Then, as in the proof of (5.10), we reduce modulo the sets (5.5) (which suffice; even though in principle we might need the minimal recurrences (3.4))

\[ (8, 4C, 2C^2 + 4, C^3 - 6C - 4) \]

\[ (4, 2C, C^2 + 2) \]

to get residues

\[ g = 4(\mod 2^4) = 0(\mod 2^4). \]

So \( B^{(2)} = 1(\mod 2^{p-1}) \) but not \( (\mod 2^p) \), \( s \geq 5 \). For \( s = 2, 3, 4 \) the argument can be modified, or brute force used (1.7) since the period cannot exceed \( l(2^s) \). For \( s = 1 \) the period is actually 3 (1.7), so no divisor of \( l \) is redundant and (6.4) is proved. \( \Box \)

(6.5) COROLLARY. \( \sum_{k=0}^{l-1} B(n+k) \equiv 0(\mod 2^s) \).

Proof. As in (6.3). \( \Box \)

We have shown (6.2)–(6.4) that \( l(p^s)/p \) is never a period of \( B(n) (\mod p^s) \). Evidently the true period modulo \( p \) divides that modulo \( p^s \); so to complete the proof of the minimality of \( l(p^s) \) we should have to show that no proper factor of \( l(p) \) is a period modulo \( p \). This has been verified for \( p \leq 17 \) in [7], but remains unsolved in general. We do, however, have a lower bound:

(6.6) THEOREM. The period of \( B(n)(\mod p) \) is at least

\[ \frac{1}{2} \left( \frac{2p}{p} \right) \sim 4^p(4\pi p)^{-1/2}. \]

Proof. Consider the set of polynomials

\[ B^{(p)} = \prod_{i=0}^{p-1} (B+i)^4(\mod p) \]

by (6.1) with \( s \to 1 \); where the sequences \( \{k_i\} \) satisfy

\[ \sum_{i=0}^{p} k_i = p - 1 \quad \text{and} \quad 0 \leq k_i < p. \]

Observe that \( k \) appears in (6.8) but not in (6.7). Looking at the right hand side of (6.7), no two of these polynomials can be congruent to each other as recurrences for all \( n \); if they were, their difference would yield a recurrence of degree \( < p \), contradicting (3.3). So looking at the left hand side of (6.7), among the powers of \( B \) there are at least as many incongruent as there are sequences \( \{k_i\} \) satisfying (6.8). Each sequence corresponds to a choice with repetition of \( p - 1 \) values \( i \) from among the \( p - 1 \) numbers \( \{0, \ldots, p\} \), where \( k \) specifies how often symbol \( i \) is chosen, so by (2.4) their number is

\[ \binom{2p - 1}{p - 1} \sim 4^p(4\pi p)^{-1/2}. \]

The \( 4^p \) estimate follows from (2.1), (2.5). \( \Box \)

The \( 4^p \) of (6.6) compares poorly with the \( p^p \) of (6.2). The method appears to be capable of refinement, but only with some difficulty [8].

Finally, it is worth mentioning that the question of the minimality of the period is equivalent to a problem in the theory of finite fields; to determine whether \( l(p) \) is the order of \( \sigma \) in \( \mathbb{F}_{p^l} \), where \( \sigma^p - \sigma - 1 = 0 \) — see [1] for the background. (6.6) gives a lower bound on this order.
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1. Introduction. Let $q = 2^r$, $r \geq 1$, and let $F = \text{GF}(q)$, the finite field of order $q$. For $a \in F$, $i(a) = a + a^2 + \ldots + a^{2^r-1}$ defines a homomorphism $i$ of the additive group $(F, +)$ onto the additive group of the prime subfield $0, 1$ of $F$, and $e(a) = 2^{\text{ord}(a)}$ defines a homomorphism $e$ of $(F, +)$ onto the multiplicative group of integers $\{1, -1\}$ (33), p. 29).

Thus, it can be seen that

\begin{equation}
\sum_{a \in F} e(a^w) = \begin{cases} q, & a = 0, \\ 0, & a \neq 0. \end{cases}
\end{equation}

Let $F^{n \times s}$ denote the vector space over $F$ consisting of vectors $\chi = (x_1, x_2, \ldots, x_s)$. Let $Q$ be a quadratic form of full rank $s$ on $F^{n \times s}$ and let $q$ be its associated bilinear form. Then there exists a basis for $F^{n \times s}$ (33), p. 197) such that if $\chi = (x_1, x_2, \ldots, x_s) \in F^{n \times s}$, then $Q(\chi)$ equals precisely one of the following

\begin{align}
(1.2) & \quad x_1 x_{k+1} + x_2 x_{k+2} + \ldots + x_{s} x_{s+k-1} + x_{s+k}^2, & s = 2k+1, \\
(1.3) & \quad x_1 x_{k+1} + x_2 x_{k+2} + \ldots + x_{s} x_{s+k}, & s = 2k, \\
(1.4) & \quad x_1 x_{k+1} + x_2 x_{k+2} + \ldots + x_{s} x_{s+k} + \beta x_{s+k+1} + x_{s+k+2} + x_{s+k+3} + \beta x_{s+k+4}, & s = 2k+2,
\end{align}

where in (1.4), $\beta$ is any element of $F$ such that the polynomial $u^3 + uv + \beta v^3$ is irreducible in the polynomial ring $F[u, v]$.

We say that quadratic form $Q$ has type $\tau = 0, 1$, or $-1$ according as $Q$ is equivalent under change of basis for $F^{n \times s}$ to (1.2), (1.3), or (1.4), respectively.