Effectively computable bounds for the solutions of certain diophantine equations

by

ALFRED J. VAN DER POORTEN (Kensington, NSW)

1. Introduction. It is the purpose of this note to establish the existence of effectively computable bounds for the size of the solutions of certain diophantine equations. Thereby, in principle, we obtain an algorithm for obtaining all solutions of these diophantine equations, since only boundedly many possibilities remain to be checked. In practice, the bounds one obtains are far too large for it to be feasible to actually check the remaining cases, and in this paper we make no attempt either to compute bounds or to optimise the bounds our proofs might produce.


It is our principal object to prove a $p$-adic generalisation of Tijdeman's result on Catalan's equation. Accordingly it is shown that:

**Theorem 1.** Let $S$ be a finite set of distinct positive prime integers, $S = \{p_1, \ldots, p_n\}$, and denote by $(x, y)$ the gcd of integers $x, y$, and by $(u, v)$ the lcm of integers $u, v$. Then there is an effectively computable constant $C > 0$ depending only on the set $S$, such that all rational integer solutions $x > 1, y > 1, u > 1, v > 1, w_1, \ldots, w_n$, excluding the case $u = v = 2$, and assuming $(x, y) = 1$, of the equation

$$x^u - y^v = (p_1^{a_1} \cdots p_n^{a_n})^{w_1}$$

are bounded by $C$.

We denote by $K$ an algebraic number field with degree $d$, and by $\theta_1, \ldots, \theta_l$ algebraic integers of $K$ which are non-units, and which belong to the finite set $T = \{\theta_1, \ldots, \theta_l\}$. If $x, z$ are integers of $K$ then $(x, z) = 1$ denotes that $x$ and $z$ are relatively prime; equivalently, the ideal generated by $x$ and $z$ is the ring of integers of $K$. 
2. Preliminaries and remarks. Our proofs depend on the following two results, which refine results of Coates [6], and Baker [1] (see also Tijdeman [12], Theorem 2), and a result of Sprindžuk and Kotov [11].

Let \(a_1, \ldots, a_n\) be non-zero algebraic numbers with degrees at most \(d\) and heights respectively at most \(A_1, \ldots, A_n\) (all \(A_j \geq 1\)). Write

\[ Q' = (\log A_1) \cdots (\log A_n), \quad A = A_n. \]

Denote by \(p\) a prime ideal of the field \(K = \mathbb{Q}(a_1, \ldots, a_n)\) and suppose that \(p\) divides the rational prime \(p\); assume the usual normalisation of the valuation.

Theorem A. For some effectively computable number \(C_p > 0\) depending only on \(p\), \(n\) and \(d\) (and \(\text{ord}_p b_n\)) the inequalities

\[ 0 < b_1 \cdots b_n - 1 < \exp(-C_p Q' \log Q' \log A \log B) \]

have no solutions in rational integers \(b_1, \ldots, b_n\) with absolute values at most \(B (\geq 4)\).

For a proof see [9], Theorem 1. One similarly shows that, [9], Theorem 2,

Theorem B. For some effectively computable number \(C_p > 0\) depending only on \(p\), \(d\) and \(A\) (and the determination of the logarithms) the inequalities

\[ 0 < |b_1| \log a_1 + \cdots + b_n |\log a_n| < \exp(-C_p Q' \log Q' \log A \log B) \]

have no solutions in rational integers \(b_1, \ldots, b_n\) with absolute values at most \(B (\geq 4)\).

Other than in Section 3 weaker results would suffice. In Section 5, Baker [3], and a p-adic equivalent would be sufficient, whilst in Section 3, Theorem B could of course be replaced by Tijdeman [12], Theorem 2.

In proving Theorem 1 our principal argument (Section 3) will show that if \(v\) is odd, and \(u \neq v\) then the exponents \(u, v\) are bounded by an effectively computable constant. Subsequently (Section 5) we show, inter alia, that if \(v = u\) then, similarly, \(w\) is so bounded, and (Section 6) that if \(v = 2\) then \(w\) is again bounded. Thus our argument reduces the equation of Theorem 1 to finitely many equations of the shape \(w^{\alpha} - y^p = p \cdots p^k\) (and there is a similar reduction in the case of Theorem 2).

To deal with these equations the following result suffices:

Theorem C. Let \(a_0 \neq 0\), \(a_0, a_1, \ldots, a_d a_0\) be integers of \(K\) and denote by \(f\) the polynomial \(f(X) = a_0(X - a_1) \cdots (X - a_d)\). We suppose that if the rational integer \(m\) satisfies \(m > 2\) then \(f\) has at least 3 simple zeros and if \(m = 2\) then \(f\) has at least 3 simple zeros. Then there is an effectively computable constant \(C' > 0\) depending only on the polynomial \(f\), the field \(K\), the set \(T\), and the integer \(m \geq 2\), such that if \(w_1, \ldots, w_r \geq 0\) be rational integers, and \(x, y, z\) be algebraic integers of \(K\) such that \((x, z) = 1\), sa-

In order to deal with the case \(v = \tau\) of Theorem 1 we prove the following result. It is considerably more general than is required for Theorem 1 but this generality has some intrinsic interest.

Theorem 2. Let \(a, b, c \neq 0\) be integers of \(K\). Then there is an effectively computable constant \(C' > 0\) depending only on \(a, b, c\); the field \(K\) and the set \(T\), such that if \(u > 2\), \(w_1, \ldots, w_r \geq 0\) be rational integers, and \(x, y, z\) be algebraic integers of \(K\) such that \((x, z) = (y, z) = 1\), satisfying

\[ ax^m - by^n = cz^s, \quad \text{where} \quad s = \theta_1 \cdots \theta_n, \]

then \(u, w_1, \ldots, w_r\) and all conjugates of \(x, y, z\) are bounded by \(C'\).

There are a number of interesting implications of this result; I am indebted to T. N. Shorey for bringing these to my attention. For example, denote by \(P[Z]\) the greatest prime factor of the rational integer \(Z\) then we have the corollary.

Corollary. Let \(a, b\) be non-zero rational integers and let \(m, n\) be positive integers satisfying \(mn > 2(m, n)\). Then for \(X, Y \in \mathbb{Z}\), \((X, Y)\) bounded,

\[ P[aX^m + bY^n] \to \infty \quad \text{as} \quad \max(|X|, |Y|) \to \infty. \]

To see this, write \(m(m, n) = m', (m, n) = n'\) and \(u = m'm(n, m)\). Then the theorem implies that if \(a^x, b^y \in \mathbb{Z}\) and \(a^x + b^y\) is a rational integer composed of some nominated finite set \(S\) of rational primes, then \(x, y\) are bounded by a constant depending only on \(S, m'\) and \(n'\). The assertion of the corollary is then immediate, and, indeed it is sufficient to require only that \(m', n'\) be bounded in which case one even has

\[ P[aX^m + bY^n] \to \infty \quad \text{as} \quad \max(|X|, |Y|, (m, n)) \to \infty. \]

As stated, the corollary is a result of Mahler [8]; it is however an easy matter to give an explicit lower bound for \(P[aX^m + bY^n]\) in view of the effective nature of our argument, and this effective aspect of the result is new.

I am very much indebted to discussion with John Coates, in conversation with whom the idea of writing this note arose. The ideas of Alan Baker [1], [2], and Rob Tijdeman [12] are basic to this paper, and I was materially assisted by lectures given by Alan Baker at Cambridge University in Lent term, 1975. I am grateful for some helpful remarks of Cameron Stewart. This paper was written whilst the author was on study leave from the University of New South Wales, at the Department of Pure Mathematics and Mathematical Statistics of the University of Cambridge.
fying the equation
\[ y^n = a_2(x - a_2x) \ldots (x - a_nx), \quad \text{where} \quad z = \theta_1^x \ldots \theta^n, \]
then \( w_1, \ldots, w_n \) and all conjugates of \( x, y, z \) are bounded by \( C'' \).

Theorem C is easily deduced from a result of Sprindzuk and Kotov [11] by, for example, the method described in Baker [2] and the obvious changes necessary for \( p \)-adic case. For completeness we mention an appropriate formulation of the required form of the Thue–Mahler theorem as proved [11] (see also Kotov [7]):

**Theorem D.** Let \( a_1, \ldots, a_n, \) where \( n \geq 3 \), be distinct integers of \( K \) and denote by \( b, \) where \( b \neq 0, \) an integer of \( K \). Then there is an effectively computable constant \( C'' > 0 \) depending only on \( a_1, \ldots, a_n, b, \) the field \( K, \) and the set \( S, \) such that if \( w_1 \geq 0, \ldots, w_n \geq 0 \) are rational numbers, and \( x, y, z \) be algebraic integers of \( K \) such that \( (x, y) = (y, z) = 1, \) satisfying the equation
\[ (x - a_1y) \ldots (x - a_ny) = z^b, \quad \text{where} \quad z = \theta_1^x \ldots \theta^n, \]
then \( w_1, \ldots, w_n \) and all conjugates of \( x, y, z \) are bounded by \( C'' \).

Theorem 1 generalises, and includes, a recent result of Tijdeman [12], Theorem 2 is now as regards the variable \( u, \) but otherwise our results represent only a mild generalisation of results of Contes [6]. There is an extensive related literature; we refer the reader to the surveys by Tijdeman [13], [14] and theses to the surveys and literature there mentioned. Regarding the Catalan equation, see Cassels [5] and Tijdeman [12].

3. A \( p \)-adic analogue of the equation of Catalan. For positive integers \( u, v \) denote by \( \{u, v\} \) their lowest common multiple. We shall consider the diophantine equation
\[ x^u - y^v = (p_1^u \ldots p_k^u)\{u, v\}, \]
in rational integers \( x, y, u, v, w_1, w_2, \ldots, w_6 \) satisfying respectively \( u > 1, \ v > 1, \ w_1 > 1, \ w_2 > 1, \ w_3 > 1, \ w_4 > 1, \ w_5 > 1, \ w_6 > 1, \) where \( p_1, \ldots, p_k \) are distinct positive primes belonging to the finite set \( S = \{p_1, \ldots, p_k\}. \) It is clear that the numbers \( w_1, w_2, \ldots, w_6 \) are non-negative. and we shall suppose, as we may, without loss of generality, that \( u \) and \( v \) are prime numbers. It will be convenient to suppose for the first part of our argument that \( v \) is an odd prime. We shall write \( x = p_1^{w_1} \ldots p_k^{w_k} \) and observe that we may suppose without loss of generality that \( (x, y) = 1, \ (y, z) = 1, \) since it is evident that we may cancel out any factor that happens to be common to \( x, y, \) and \( z. \) Finally, we write \( \{u, v\} = u'v' = u'v' \) and remark that of course if \( u \neq v \) then \( u' = u, \ v' = v \) whilst if \( u = v \) then \( u' = 1, \ v' = 1. \)

We have
\[ y^u + z^v = \frac{(y^u + z^v - y^u - z^v) e^v}{\frac{1}{2} v (v - 1) (y^u + z^v)} \]
and claim that therefore
\[ \left( \frac{y^u + z^v}{y^u + z^v} \right) = 1 \text{ or } v. \]

To see this, observe that if a prime \( p \) is such that \( p \mid s \) then \( p \mid y^u + z^v \) because \( (y, z) = 1, \) whilst, if \( p \mid y^u + z^v \) then (2) implies that if \( p \mid (y^u + z^v)/(y^u + z^v) \) then \( p \mid v u (v - 1); \) hence necessarily the only prime which can divide both \( y^u + z^v \) and \( (y^u + z^v) \) \( (y^u + z^v) \) is \( v. \) Moreover (2) implies that if \( v \mid y + z^v \) then we have
\[ (y^u + z^v) \left( \frac{y^u + z^v}{y + z^v} \right) = (v u (v - 1) \text{mod} v), \]
and this confirms our claim (3).

Now since (1) implies that \( x^u = (y^u + z^v)/(y^u + z^v) \) we can conclude that if \( v \mid y + z^v \) then \( v u (v - 1) \mid y + z^v, \) whilst if \( p \) is prime and \( p \neq v \) then \( p \mid y + z^v \) implies \( p u \mid y + z^v. \) It follows that there is a positive integer \( Y \) such that if \( y \) satisfies (1) then
\[ y = v_0 y^u - z^v \]
where \( v_0 = 1 \) or \( v^{-1}. \) By a similar argument if follows that if \( x \) satisfies (1) then there is a positive integer \( X \) such that
\[ x = v_0 X^u + z^v \]
where \( u_0 = 1 \) or \( u^{-1}. \)

We postpone discussion of the case \( u = v \) until Section 5 below, and confine ourselves here to the case \( u \neq v. \) Then in view of (4) and (5) we may write (1) as
\[ (v_0 X^u + z^v)^u - (v_0 X^u - z^v)^v = x^u. \]

We shall suppose that \( u > v, \) observing that in view of the symmetry of (6), the case \( v > u \) will be similar. By \( c, c', c_1, c_2, \ldots \) we denote constants depending only on the set \( S, \) and by \( k, k' \) we denote absolute constants. As we aim to show that \( v, u < c_0 \) we may suppose that \( u > c_0. \) Our first object is to show that \( v < u \) implies that
\[ v < c (log u)^n. \]

Plainly, for \( p \mid z \) we have that (1), (5) and (4) respectively imply that
\[ |x^u y^u - 1|_p = |x^u y^u - 1|_p = p^{-u}, \]
\[ |y^u v_0^{-1} y^u - 1|_p = |z^u v_0^{-1} z^v - 1|_p = p^{-v}, \]
\[ |y^u v_0^{-1} y^u - 1|_p = |z^u v_0^{-1} z^v - 1|_p = p^{-u}. \]
(Note that if \( u \) or \( v \) belongs to \( S \) and the corresponding \( w \) is non-zero then, necessarily \( u_0 = 1 \), or, respectively, \( v_0 = 1 \).) Hence it follows that

\[
|u_0 v_0^{w}(x/y)^{uw} - 1|_p \leq \max\{|p^{-uw} - 1|_p, p^{-uw} - p^{-uw}\} = p^{-uw}.
\]

We firstly suppose that \( X < Y \), and aim to show that \( X \) is not too small compared to \( Y \). Hence we apply Theorem A to

\[
A = u_0 v_0^{w}(x/y)^{uw} - 1 \quad \text{with} \quad Q' = \log x \log x, \quad A = Y, \quad B = uv
\]

and, assuming \( A \neq 0 \), we obtain that

\[
|A|_p > \exp\{-C_p(\log u)^4 \log Y\},
\]

for some constant \( C_p \) depending only on \( p \), \( p \in S \). Comparing (9) with (8) we see that

\[
|A|_p \leq \exp\{C_p(\log u)^4 \log Y\}.
\]

Taking the product of the inequalities (10) for all \( p \in S \) we obtain that

\[
2^p \leq \exp\{C_p(\log u)^4 \log Y\},
\]

where \( C_S = \sum_{p \in S} C_p \) depends only on the set \( S \).

We remark that indeed \( A \neq 0 \); for if the contrary were the case then we should have

\[
(x - y)^u = (y + z)^w,
\]

so \( (x - y)^u > y^v + z^w \), which plainly contradicts \( x^u - y^v = z^w \).

As we aim to show that (7) is the case, we can suppose that

\[
v > c_2(\log u)^4
\]

with, say, \( c_2 > 3C_4 \). Then (11) implies that

\[
x < Y^{13}.
\]

Hence

\[
y = v_0 Y^x - z^w > Y^{2v_0} - Y^{13} > Y^{2v_0}.
\]

Therefore equation (6) implies that

\[
(u_0 X^x + z^w)^u > Y^{2v_0} + z^w > Y^{2v_0}
\]

so by (11) and (12)

\[
u_0 X^x > Y^{2v_0} - z^w > Y^{2v_0} - z^w.
\]

We remark that in making our convenient estimates we make heavy use of our assumptions \( u > c_2 \) and (12).

In view of (11) and (14) we have

\[
|\alpha/(u_0 X^x) - 1| = |\alpha - \frac{u_0}{x}(u_0 X^x)| < \frac{1}{4} n^{-1} Y^{\log \log u^4 - \log u},
\]

\[
|\beta/(v_0 \ Y^w) - 1| = |\beta - \frac{v_0}{w}(v_0 \ Y^w)| < \frac{1}{4} n^{-1} Y^{\log \log w^4 - \log w}.
\]

and by (13)

\[
|\alpha|/|\beta| = |\alpha/(u_0 X^x) - 1|_p < \frac{1}{4} Y^{(\log \log u^4 - \log u)}.
\]

Recalling that if \( |a| < 1/4 \) then \( \log(1 + a) < 2|a| \) we obtain

\[
|u \log x - u \log(u_0 X^x)| < Y^{(\log \log u^4 - \log u)} - 1,
\]

\[
|v \log y - v \log(v_0 \ Y^w)| < Y^{(\log \log w^4 - \log w)} - 1,
\]

\[
|u \log x - v \log y| < Y^{(\log \log u^4 - \log u)} - 1,
\]

whence

\[
|u \log u_0 - v \log v_0 + uv \log(\alpha/\beta)| < Y^{(\log \log u^4 - \log u)}.
\]

We now apply Theorem B to

\[
A' = u \log u_0 - v \log v_0 + uv \log(\alpha/\beta) \quad \text{with} \quad Q' = \log x \log x, \quad A = Y, \quad B = uv
\]

noting that \( A' \neq 0 \) since \( A \neq 0 \). We obtain that

\[
|A'| > \exp\{-C_\infty(\log u)^4 \log Y\}
\]

where \( C_\infty \) is an absolute constant. Comparing (15) with (16) we see that

\[
v < c_2(\log u)^4
\]

which is the assertion (7); we remark that we could actually have shown that \( v < c_2(\log u)^4 \log \log u \).

To complete this part of our argument we observe that (6) implies that

\[
(u_0 X^x / x)^u < (u_0 X^x / x + 1)^u - 1 = (v_0 Y^w / w + 1)^w - 1 < (v_0 Y^w / w)^w,
\]

whence, in any event,

\[
X < u_0 Y^x / v_0 Y^w < 2Y
\]

and with very slight adjustments our proof above applies to the possibility \( X > Y \).

Our second objective will be to show that indeed

\[
u < c(\log u)^w
\]

and our argument will, in structure, follow the argument we have used above.

We obtain, as at (8), that on the one hand

\[
|\alpha v_0^{w}(x/y)^w - 1|_p < p^{-uw}.
\]

We suppose that \( x < Y^w \). Indeed by (1) and (4)

\[
(x/y)^w = (v_0 Y^w / w + 1)^w - 1 < v_0 Y^w / w^w,
\]
and as \( v_0 \leq 1 \) we invariably have \( a < X \). Then we may apply Theorem A to

\[
A = v_0^{-e^u(X/Y)^{u - 1}} \quad \text{with} \quad Q' = \log v, \quad A = X, \quad B = u
\]

and, assuming \( A \neq 0 \), we obtain that for each \( p \in S \)

\[
|A|_p > \exp(-C_p(\log u)^9 \log Y).
\]

Comparing (19) with (18) we see that

\[
p^e < \exp\left[C_p(\log u)^9 \log Y\right]
\]

and taking the product of the inequalities (20) for all \( p \in S \) we obtain that

\[
v < Y^C(\log u)^9 u^e.
\]

Hence, recalling (7), we see that \( y = v_0 X^y - y^u > X^{y^u} \), so

\[
|x^u/y^u - 1| = |x^u - y^u| < \frac{1}{2} Y^{y^u(\log u)^9 - w}\,
\]

\[
|x^u/y^u - 1| = |x^u - y^u| < \frac{1}{2} Y^{y^u(\log u)^9 - w},
\]

whence, as above at (15), we obtain that

\[
|u \log (x/Y^p)| - v_0 \log u < Y^{u(\log u)^9 - u}.
\]

We now apply Theorem B to

\[
A' = u \log (x/Y^p) - v_0 \log u, \quad \text{with} \quad Q' = \log v, \quad A' = X, \quad B = u
\]

and, assuming \( A' \neq 0 \), we obtain that

\[
|A'| > \exp\left(-C_p(\log u)^9 \log Y\right).
\]

Comparing (23) with (22) we see that

\[
u - c_{15}(\log u)^2 v < c_{15}(\log u)^2 v,
\]

and recalling (7) we obtain

\[
u < c' (\log u)^2,
\]

which is (17) as required; we remark that we could actually have shown that \( u < c'(\log u)^2 \log \log u \).

To complete our argument we observe that indeed \( A \neq 0, A' \neq 0 \) since otherwise we should have \( x^u - v_0 X^{uv} = 0 \) which contradicts \( x^u < v_0 X^{uv} \) which we have already demonstrated above.

Since the equation (6) is not quite symmetric in \( u \) and \( v \) we should briefly consider the case \( u < v \). We suppose that \( v > c_4 \) and note that, as shown above, \( X < 2Y \). Then, simply by transposing \( u \) and \( v \) in the argument, we easily show that

\[
u < c_4(\log v)^4.
\]

Since by (1) and (5) we have

\[
y^v = (v_0 X^y + s^v)^u - s^{uv} < u_0^v X^{uv},
\]

and \( u_0 \leq 1 \), we conclude that \( y < X^u \). Now considering the expression

\[
u_0^{-e^u(y/X^u)^u - 1}
\]

leads, as above, to the required conclusion that

\[
u < c' (\log y)^2.
\]

Recalling that (24) is established under the assumption that \( v < u \), similarly (26) under the assumption that \( u < v \), we see that we have shown that if \( u, v \) are primes, \( u \neq v \) and \( v \) odd, satisfying (1), then \( u \) and \( v \) are bounded by a constant depending only on the set \( S = \{p_1, \ldots, p_r\} \). This reduces study of the equation (1) to the case \( u = v \) (Theorem 2), the case \( u = 2 \) (Section 5) and to finitely many cases with \( u, v \) fixed. On applying Theorem C this completes the proof of Theorem 1 for the cases \( u \neq v \) and \( v \neq 2 \).

4. The product formula. Let \( K \) be an algebraic number field with degree \( \delta \), and denote by \( N = N_{K/Q} \) the field norm. If \( \theta \) is any non-zero element of \( K \) then we have

\[
\prod_p |N\theta|_p = 1,
\]

where the product is over all valuations of \( Q \), including the archimedean valuation; equivalently the product is over all positive primes including the infinite prime. We have, for each \( p \),

\[
|N\theta|_p = \prod_{p} |\theta|_p^v_p,
\]

where the product is over the distinct prime ideals \( p \) of \( K \) dividing \( p \) and \( v_p \) is the degree of the completion of \( K \) at \( p \) over the completion of \( Q \) at \( p \) (equivalently, for finite primes \( p, n_p = c_p f_p \) where \( c_p \) is the exponent to which \( p \) divides \( p \) and \( f_p \) is given by \( Np = p^{n_p} \)); the primes dividing the infinite prime correspond to the distinct embeddings of \( K \) in \( C \). We will speak of the prime, and infinite (prime) valuations of \( K \).

It follows that we have by virtue of (27),

\[
\prod_p |\theta|_p^v_p = |N\theta|^{-1}
\]

where the product on the left is over all (finite) prime ideals of \( K \). We have implicitly used this result in Section 3, and shall apply it explicitly below.
5. A p-adic analogue of the equation $ax^n - \beta y^n = \gamma z$. We have omitted the case $w = v$ in our discussion in Section 3 above, and shall deal with it here as a special case of a considerably more general result. Incidentally, the special case $w = v$ of the equation (1) leads to a result which is trivial in the sense that it may be obtained by very much more elementary means. In particular it is inappropriate to apply the techniques of Section 3 to what is essentially a simpler problem.

Let $K$ be an algebraic number field with degree $d$ and denote by $\theta_1, \ldots, \theta_t$ algebraic integers of $K$, which are non-units and which belong to the finite set $T = \{\theta_1, \ldots, \theta_t\}$. We denote by $S = \{p_1, \ldots, p_k\}$ a finite set of prime ideals of $K$ satisfying the property that, if $|\theta|_p < 1$ for some $\theta$ in $T$ and some valuation induced by a prime ideal $p$ of $K$ then $p$ belongs to $S$. There is no loss of generality in supposing that $K$ is a normal extension of $\mathbb{Q}$ and that the set $T$, and hence the set $S$, is invariant under automorphisms of $K$; this is so because the constants we obtain depend on $K$ and the adjustments necessary may be assumed to be incorporated in the constants. We shall consider the equation

$$ax^n - \beta y^n = \gamma z,$$

where $x, y, z$ are integers of $K$, $y \neq 0$, and

$$z = \theta_{j_1} \theta_{j_2} \cdots \theta_{j_t},$$

in rational integers $w > 2$, $y_0 \geq 0$, $x, y, z$ belonging to $K$ and satisfying $x, z = y, z = 1$. We suppose that $x, y, z, x_0, y_0, y_0, \ldots, y_0$ satisfy (29) and (30) and the stated conditions, and denote by $c_1, c_2, \ldots$ positive constants depending only on $\alpha, \beta, \gamma, T$, the field $K$, and the set $T$. After cancelling common factors, and if necessary adjusting the definition of $z$, we may suppose that $(a, z) = 1$. As we propose to show that

$$|z|_p \geq c_{19} \log w,$$

we may suppose that $w > c_{19} \log w$.

We shall denote by $X, Y$ the height of $x, y, z$, and assume without loss of generality, as we may, that $X > Y$. For prime ideals $p | x$ (in $S$) we have, on writing

$$A = \beta x(y/x)^n - 1,$$

that

$$|A|_p = |\gamma z/\beta x^n|_p \leq |z|_p.$$  

Then, since $A \neq 0$, Theorem A implies that

$$|A|_p \geq X^{-c_{19} \log w},$$

whence we obtain that, on comparing the inequalities (32) and (33), and multiplying the resulting inequalities over all $p$ in $S$ according to the product formula (28) of Section 4,

$$|X|_p < X^{-c_{19} \log w}.$$

Now because the elements of the set $T$ are non-units of $K$ (and because we may suppose that $X$ is sufficiently large relative to some $c_1$ equation (34) implies that $x, y$, and each of its conjugates, is bounded according to

$$|x_j| < X^{-c_{19} \log w}.$$  

To see this, we observe that $|x_0|_p$ is a positive integer, greater than 1, for each $\theta$ in $T$, whence it follows that each $x$ is bounded above by some $c_1, (\log X) \log w$, and the assertion (35) is an immediate consequence.

By, if necessary, considering an equation conjugate to (29), we may suppose that $x > X$, whence by (35) we have

$$|A| = |\gamma z/\beta x^n| \leq \frac{1}{2} X^{-c_{19} \log w - c_{19}^{-1} u},$$

But for complex $w$, the inequality $|w| > 1$ implies that

$$|w - b \nu| < |e^{\nu} - 1|,$$

for some rational integer $b$. So on writing $w = \log \beta/\alpha + u \log y/x$ and

$$A' = w - b \log (-1),$$

we obtain that

$$|A'| \leq X^{-c_{19} \log w - c_{19}^{-1} u},$$

we observe that we may suppose that $|b| > 2u$, say. We clearly have $A' \neq 0$, so Theorem A implies that

$$|A'| > X^{-c_{19} \log w},$$

and the two inequalities (36) and (37) together imply (31) as required.

This argument reduces the equation (29) to finitely many equations of the shape

$$ax^n - \beta y^n = \gamma z,$$

and then Theorem D completes the proof of Theorem 2, and the proof of Theorem 1 for the cases $u = v$.

6. A p-adic analogue of the equation $ax^n - y^2 = 1$. We briefly consider the case omitted in Section 3, namely the case where $v$ is even. Hence we consider the diophantine equation

$$ax^n - y^2 = (p_1^{\nu_1} \cdots p_k^{\nu_k})^t,$$
in rational integers \(x, y, u, w_1, \ldots, w_s\) satisfying respectively \(x > 1, y > 1, u > 2\) where \(p_1, \ldots, p_s\) are distinct positive primes belonging to the finite set \(S = \{p_1, \ldots, p_s\}\). It is clear that the numbers \(w_1, \ldots, w_s\) are non-negative, and that we may suppose that \(x, y, z\) are prime to

\[ z = p_1^{w_1} \cdots p_s^{w_s} \]

since otherwise we could cancel any common factor. We shall show that \(u\) is bounded in terms of constants \(c_1, c_2, c_3, \ldots\) depending only on the set \(S\), and accordingly we assume that \(x, y, z, w_1, \ldots, w_s\) is a solution of (38).

In the Gaussian field we have

\[ z^n = (y + iz)(y - iz) \]

and, recalling that \(y\) is prime to \(z\), we have \(gcd(y + iz, y - iz) = 1\) or 2 so that we have, say

\[ y + iz = \alpha z, \quad y - iz = \beta z \]

with \(\alpha, \beta, \lambda, \mu \in \mathbb{Z}[i]\) and \(|\lambda| \leq 2, |\mu| \leq 2, s, y, z\). On eliminating \(y\) we obtain

\[ \lambda z^n - \mu z^m = 2iz, \]

whence, by the argument of Section 5, \(u < \phi \log u\), and \(u\) is bounded as required. Theorem D now completes the proof of Theorem 1 for the case \(v = 2\).

The above argument is a \(p\)-adic generalization of a very particular case of the recent result of Schinkel and Tijdeman [10] on the equation \(y^n = P(x)\); whilst it seems clear that a \(p\)-adic generalization of that result should not present new difficulties it would lead us too far afield to attempt to show this here.
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