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In [2], the author has shown that, in a non-degenerate second order linear recurrence of rational integers, no integer occurs more than four times. The aim of this paper is to generalize this result to recurrences of algebraic integers and to apply the method to the problem of bounding the number of representations of unity by rank one binary biquadratic forms.

Throughout the paper, $o$ will be the ring of integers of an algebraic number field $K$ of degree $[K:Q]$ over the rational number field $Q$. A second order linear recurrence in $K$ is defined to be a sequence $\{a_n\}$ of integers in $o$ satisfying a relation

$$a_{n+2} = Ma_{n+1} - Na_n, \quad n \geq 0, \quad |a_0|, |a_1| \neq 0,$$

where $M$ and $N \neq 0$ are fixed integers in $o$. Let $\beta_1$ and $\beta_2$ be the roots of the companion polynomial

$$x^2 - Mx + N = 0.$$

We say that the recurrence $\{a_n\}$ is non-degenerate if $\beta_1, \beta_2$ and $\beta_1/\beta_2$ are not roots of unity. The multiplicity of $\{a_n\}$ is defined to be the supremum taken over all integers of $o$ of the number $m(d)$ of times that $d$ occurs in $\{a_n\}$. The first result may be stated as follows.

**Theorem 1.** The multiplicity of a non-degenerate second order linear recurrence in an algebraic number field $K$ is bounded above by an effectively computable integer $m(m)$ depending only on the degree $m = [K:Q]$.

It would be interesting to know if there is an absolute bound independent of the degree $[K:Q]$. If it existed, then one would expect to be able to generalize the result to recurrences in the complex field $C$. However, the method of proof used below cannot give such an absolute bound. It can be shown that non-degenerate rational integer cubic recurrences can have no more than six zeros.

By a careful study of biquadratic units, T. Nagell has proved the following theorem ([5]):
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THEOREM. If \( f(x, y) \) is an irreducible totally complex binary biquadratic form with integer coefficients such that the field generated by a root of \( f(a, 1) = 0 \) contains a quadratic subfield, then the diophantine equation \( f(x, y) = 1 \) has at most eight solutions.

One expects that the condition about the existence of a quadratic subfield is unnecessary. The diophantine equation in question will be interpreted in terms of second order linear recurrences, and the following theorem will be obtained.

**Theorem 2.** With the possible exception of forms in a finite number of equivalence classes, an irreducible totally complex binary biquadratic form with integer coefficients represents unity at most eight times.

The exceptional cases correspond to solutions of a manageable number of binary quintic diophantine equations. Since these may be solved by Ranga’s method, one can, at least in principle, list the exceptional equations. It is possible to apply the Skolem \( p \)-adic method with a prime divisor \( p \) of 2 to obtain an upper bound with no exceptional cases. This requires an examination of all possible decompositions of 2 in the splitting field of \( f(a, 1) \), which in the cases not covered by the result of Nagell is a field of degree 12 or 24. The result, which will not be proved here, can be stated as follows.

**Theorem 3.** An irreducible totally complex binary biquadratic form with integer coefficients represents unity no more than twelve times.

1. Linear recurrences in number fields. The proof of Theorem 1 uses Skolem’s \( p \)-adic method in conjunction with a result of A. Schinzel, which in turn is based on Baker’s method. The result of the \( p \)-adic argument can be summarized as follows:

**Lemma 1.** Let \( \{a_n\} \) be a non-degenerate second order linear recurrence in \( K \) satisfying (1), \( \beta_1 \) and \( \beta_2 \) be the roots of the companion equation (2), and \( p \) be a prime ideal of the ring of integers of \( K(\beta_1, \beta_2) \) such that \( p \mid N \).

Suppose \( \kappa \) is a positive integer no smaller than \( -\frac{3e}{p-1} \) where \( p \) is the rational prime lying under \( p \), \( e \) is the absolute ramification index of \( p \), and the brackets denote the greatest integer function. Let \( q \) be a positive integer such that \( \beta_1^q = \beta_2^q \equiv 1 \text{ (mod } p) \); and, if \( p \mid 2 \), take \( q \) to be minimal subject to this condition. For every fixed \( d \) in \( \kappa \), consider the equation \( a_{n+d} = d \). For every fixed value of \( d \), the equation has at most 2 solutions. If \( p \nmid 2 \) (resp. \( p \mid 2 \)) then there is at most one (resp. two) values of \( d \) in the range \( 0 \leq i < q \) for which there is more than one solution. If \( p \mid 2 \) and the equation has 2 solutions when \( i = i_1, i_2 \) where \( 0 \leq i_1 < i_2 < q \), then \( 2(i_2 - i_1) = q \).

**Proof.** The proof of Theorem 1 of [2] can be used to prove this lemma. Note that there is considerable simplification since we do not need as sharp a result as in [2].

If \( A \) and \( B \) are non-zero integers of an algebraic number field \( L \), then a prime ideal \( p \) of the ring of integers of \( L \) is called a **primitive divisor** of \( A^n - B^n \) if \( p \mid A^n - B^n \) and \( p \nmid A^s - B^s \) for all \( s \) in the range \( 0 < s < n \). Using Baker’s method and a result of Blankby and Montgomery ([1]), Schinzel ([8]) has proved the following result.

**Lemma 2.** If \( (A, B) = 1 \) and \( A/B \) is not a root of unity, then \( A^n - B^n \) has a primitive divisor for all \( n \gg n_0(d) \) where \( n_0(d) \) is an effectively computable constant depending only on the upper bound \( d \) for the degree of \( A/B \).

Before showing how the lemmas lead to the theorem, let us set up some preliminary notation. Let \( \{a_n\} \) be a second order non-degenerate linear recurrence in \( K \) satisfying (1). By a well known result ([8], p. 85), there is a finite extension \( K' \) of \( K \) containing integers \( M', N' \), and \( R \) with

\[
M = M'R, \quad N = N'E^2, \quad \text{and} \quad (M', N') = 1.
\]

Let \( \{U_n\}, \{U'_n\} \), and \( \{V_n\} \) be the Lucas sequences defined by

\[
\begin{align*}
U_{n+2} &= M U_{n+1} - N U_n, \quad U_0 = 0, \quad U_1 = 1, \\
U'_{n+2} &= M' U'_{n+1} - N' U'_n, \quad U'_0 = 0, \quad U'_1 = 1, \\
V_{n+2} &= M V_{n+1} - N V_n, \quad V_0 = 2, \quad V_1 = M.
\end{align*}
\]

Just as in [2], § 2, these sequences can be expressed as

\[
\begin{align*}
U_n &= K^{n-1} U'_n - \frac{\beta_1^n - \beta_2^n}{\beta_1 - \beta_2} U'_n, \\
U'_n &= \frac{\beta_1^n - \beta_2^n}{\beta_1 - \beta_2}, \quad \text{and}
\end{align*}
\]

\[
V_n = \beta_1^n + \beta_2^n,
\]

where \( \beta_1, \beta_2 \) (resp. \( \beta'_1, \beta'_2 \)) are the roots of the companion polynomial (2) (resp. \( x^2 - M'x + N' = 0 \)). Also, one has some obvious generalisations of formulas in [2], § 2:

\[
\begin{align*}
\{a_n\} &= U_n a_{n-1} - N U_{n-1} a_0, \\
\beta_1^n &= V_{n+2} + (\beta_1 - \beta_2) U_{n+2} / 2 \quad \text{and} \quad \beta_2^n = V_{n+2} - (\beta_1 - \beta_2) U_{n+2} / 2, \\
\alpha_{n+i} &= \left( \frac{V_x}{2} \right)^i \sum_{j=0}^{\infty} \left( \frac{c_i U_x \left( \frac{n}{2} \right)}{V_x} \right)^{j+1} a_i \left( \frac{n}{2} \right) \left( \frac{D U_x \left( \frac{n}{2} \right)}{V_x} \right),
\end{align*}
\]

where \( a_i = 2a_{i+1} - Ma_i \) and \( D = M^4 - 4N \). Let \( P = \prod_{p \mid M} p \).
If \( p \) is a prime of \( \mathcal{K} \) which divides \( \mathcal{N} \), then since \((\mathcal{M}', \mathcal{N}') = (\beta_1^2 + \beta_2^2, \beta_1\beta_2) = 1\), one has \( p|\beta_1^2 - \beta_2^2 \) for all \( n > 0 \). If \( \mathfrak{B} \) is any ideal of \( \mathcal{K} \) such that \((\mathfrak{B}, \mathcal{N}') = 1\), then by (4), there is a least positive integer \( t \) such that \( \mathfrak{B}|U'_t \). Now since \((\mathfrak{B}, \mathcal{N}') = 1\), an easy induction using (3) together with \( U'_1 = 1 \) shows that for every \( s \), no prime divisor of \( \mathfrak{B} \) can divide \((U'_s, U'_{s+1})\). The natural generalization of (7) of [2 I] shows the identity

\[
U'_s U'_t = U'_{s+t} - \mathcal{N}' U'_s U'_t
\]

for all \( s \geq 0 \) and \( t \), in the range \( 0 \leq s \leq t \). Now if \( U'_s = 0 \), then it follows that \( \mathfrak{B}|U'_a \) for all \( a \geq 0 \). Now if there were a least positive \( t = u + v \) with \( 0 < v < t \) and \( \mathfrak{B}|U'_v \), then the identity shows that \( \mathfrak{B}|U'_v \) since \((\mathfrak{B}, \mathcal{N}' U'_t) = 1\). This contradiction proves that for every \( n > 0 \), we have \( \mathfrak{B}|U'_n \) iff \( t|n \).

Proof of Theorem 1. With the notation of the last three paragraphs, let us bound the number of occurrences in \( \{a_n\} \) of some integer \( d \). Clearly, we may assume that \( d \) occurs at least once in \( \{a_n\} \), and so by translation that \( a_0 = d \). One can factor the ideal generated by \( d \) as

\[
(d) = \mathfrak{A} \mathfrak{B} \mathfrak{C}
\]

where \( \mathfrak{A} = (a_0, a_1) \) no prime divisor of \( \mathfrak{B} \) divides \((\mathcal{M}, \mathcal{N})\), and every prime divisor of \( \mathfrak{C} \) divides \((\mathcal{M}, \mathcal{N})\). Since \((\mathcal{M}, \mathcal{N})|a_n \) for all \( n \geq 2 \) by equation (1), it may be assumed that \( \mathfrak{C} \) is divisible by \((\mathcal{M}, \mathcal{N})\). Since \((d) = (a_0) \mathfrak{A} \mathfrak{B} \mathfrak{C}, \mathfrak{B}, a_0 \mathfrak{A}^{-1} = 1\), and \( (\mathfrak{B}, \mathfrak{A}) = 1\), we see by the last paragraph and (3) and (4) that for every \( n > 0 \), \( \mathfrak{B}|(a_n) \) iff \( \mathfrak{B}|(U'_n) \) iff \( \mathfrak{B}|(U'_n) \) if \( t|n \) where \( t \) is the least positive integer with \( p|U'_n \).

The degree \( D = [K(\beta_1, \beta_2); Q] \) is at most \( 2[K; Q] \). Further, each rational prime can split into at most \( D \) primes in \( K(\beta_1, \beta_2) \) and the ramification indices of each of these primes is at most \( D \) ([5]). So certainly there are no more than \( 3D^2 \leq 12[K; Q]^2 \) primes of \( K(\beta_1, \beta_2) \) for which the quantity \( s \) in Lemma 1 cannot be taken to be one. Also by [5], p. 85, there are algebraic numbers \( A, B \) and \( b \) such that

\[
\beta_1 = Ab, \quad \beta_2 = Bb, \quad \text{and} \quad (A, B) = 1.
\]

Clearly, \( A|B = \beta_1/\beta_2 \) has degree at most \( 2[K; Q] \). By Lemma 2, it follows that for \( r \) equal to at least one of the first \( 12[K; Q]^2 + 1 \) multiples of \( t \) greater than \( n_k(2[K; Q]) \), the quantity \( \beta_1^2 - \beta_2^2 = b'(A'-B') \) has a prime divisor \( p \) which does not divide \((\mathcal{M}, \mathcal{N})\) and for which \( \mathfrak{n} \) may be taken to be \( 1 \). By the paragraph preceding the beginning of the proof, \( \mathfrak{B}, \mathcal{N}' = 1 \); and so it follows that \( p|\mathcal{N} \). Letting \( s \) denote the multiplicative order of \( V_r/2 \) (mod \( p \)), we see by (6) that \( \beta_1^s = \beta_2^s = 1 \) (mod \( p \)).

There is an integer \( s \) in an extension field of \( K \) such that \((a) = (a_0, a_1) \) ([3], p. 85). Letting \( \{a_n\} \) be the sequence defined by \( a_{n+1} = a_n/\mu \), we see by (7) that

\[
a_{m+1} = \left( \frac{V_r}{2} \right)^n a_d (\text{mod } p)
\]

for \( n \geq 0 \) and \( 0 \leq i < r/4 \). Now by the choice of \( t \), \( (d/\mu) = (a_0) \mathfrak{B} \mathfrak{C} \) and so \((p, a_0) = 1\). If \( (a_0, p) = 1\), then the congruence (8) shows that \( d/\mu \) cannot occur in the subsequence \( \{a_{m+i}\} \). On the other hand, if \( (a_0, p) = 1\), then the same congruence shows that for fixed \( i \), there is at most one value of \( j \) in the range \( 0 \leq j < s \) such that \( d/\mu \) occurs in the subsequence \( \{a_{m+i+j}\} \). By Lemma 1 applied with \( (a_0, p) = 1\), \( q^1/n \), we see that \( d \) can occur no more than \( r/4 + 2 \) times in the sequence \( \{a_m\} \). By the first paragraph of the proof and the analogue of Lemma 7 in [2], \( d \) can occur at most once outside of this subsequence. Thus \( d \) can occur at most

\[
\frac{r}{4} + 3 \leq \frac{n_k(2[K; Q]) + 12[K; Q]^2 + 2}{t} + 3
\]

\[
\leq n_k(2[K; Q]) + 12[K; Q]^2 + 5
\]

times in \( \{a_n\} \). Since this bound depends only on \([K; Q]\), Theorem 1 is proved.

2. Biquadratic forms. Let \( f(x, y) \) be an irreducible totally complex binary biquadratic form with rational integer coefficients. It will first be shown under one additional assumption that if the diaphantine equation

\[
f(x, y) = 1
\]

has at least one solution, then the number of solutions is twice the number of times a certain quantity occurs in a particular second order linear recurrence.

Suppose equation (9) has at least one solution. Then after a unimodular change of variables, it may be assumed that \( (\alpha, \beta) = (0, 1) \) is a solution; hence \( f(x, 1) \) is a monic polynomial. If \( \eta \) is a root of \( f(x, 1) = 0 \), then equation (9) can be interpreted as saying that \( \alpha - \eta \beta \) has norm one. By the Dirichlet unit theorem ([3]) and the assumption that \( f(x, y) \) is totally complex and irreducible, the rank of the unit group of \( \mathcal{O}[\eta] \) is one. If \( \xi \) is a fundamental unit for \( \mathcal{O}[\eta] \), then \( \alpha - \eta \beta = \xi^n \) where \( n \) is an integer and \( \xi \) is a root of unity in \( \mathcal{O}[\eta] \). Further since \( \eta \) is irrational, each pair \( (\xi, n) \) corresponds to at most one solution of equation (9).

Assume now that \( \mathcal{O}[\eta] \) contains no roots of unity other than \( \pm 1 \). Since \( \eta \) is of degree 4, this is equivalent to assuming that \( \mathcal{O}[\eta] \) contains
no primitive cube, fourth, or fifth roots of unity. For every integer \( n \), we have

\[
\epsilon_f^n = c_{0n} + c_{1n} \eta + c_{2n} \eta^2 + c_{3n} \eta^3
\]

where the \( c_{ni} \) are rational integers. The assumption implies that the number of solutions of equation (9) is twice (one for each value of \( \zeta = \pm 1 \)) the number of solutions of \( c_{0n} = c_{2n} = 0 \).

Applying automorphisms to equation (10) mapping \( (\eta, \xi) = (\eta_1, \xi_1) \) to the conjugate pairs \( (\eta_i, \xi_i) \), \( i = 2, 3, 4 \), one obtains a system of linear equations

\[
\xi_i^2 = \sum_{j=1}^{4} c_{ji} \eta_j^2, \quad i = 1, \ldots, 4,
\]

in the variables \( c_{01}, \ldots, c_{4n} \). By Cramer's rule and the fact that the discriminant of \( \eta \) is non-zero, the condition that \( c_{0n} = c_{2n} = 0 \) is equivalent to

\[
\text{det}(1, \eta_i, \xi_i^2, \eta_i^2) = \text{det}(1, \eta_i, \xi_i^1, \eta_i^1) = 0
\]

which can be written as

\[
\sum_{i=1}^{4} A_i \xi_i^2 = \sum_{i=1}^{4} B_i \xi_i^1 = 0,
\]

where \( A_i \) and \( B_i \) are the appropriate minors. For fixed \( k \), it follows that

\[
d_n = B_k \sum_{i=1}^{4} A_i \xi_i^2 - A_k \sum_{i=1}^{4} B_i \xi_i^1 = \sum_{i=1}^{4} (A_i B_k - A_k B_i) \xi_i^2 = 0.
\]

Now it is easy to verify that

\[
\frac{B_k}{A_k} = \frac{(-1)^{k+4} \text{det}(1, \eta_i, \eta_j^2, \xi_i^2) \delta_{ik}}{(-1)^{k+4} \text{det}(1, \eta_i, \eta_j^1, \xi_i^1) \delta_{ik}} = -\sum_{i \neq k} \eta_i = \eta_k - \text{Tr}(\eta) \xi_i^2 Q.
\]

Since

\[
c_{2n} = A^{-1} \sum_{i=1}^{4} A_i \xi_i^2 \quad \text{and} \quad c_{3n} = A^{-1} \sum_{i=1}^{4} B_i \xi_i^1
\]

(where \( A = \text{det}(1, \eta_i, \eta_j^2, \eta_j^1) \)) are rational integers, it follows by linear independence and (11) and (12) that \( c_{2n} = c_{3n} = 0 \) if and only if \( d_n = 0 \).

Rearranging equation (11) we see that the number of solutions of equation (9) is twice the number of solutions of

\[
a_n = \sum_{i \neq j, k} (A_i B_k - A_k B_i) (\xi_i/\xi_j)^n = A_k B_j - A_j B_k
\]

where \( j \neq k \) is fixed. Now this last equation has at least one solution (viz. \( n = 0 \)) but cannot have infinitely many solutions since equation (9) has but finitely many solutions by a theorem of A. Thus [9]; hence the left member of (13) cannot be identically zero. This establishes the assertion made in the first paragraph of this section.

It may happen that \( \xi \) is only of degree two. In this case, we may assume that the notation has been chosen so that \( \xi_1 = \xi_2, \xi_3 = \xi_4, j = 3, \) and \( k = 4 \). Equation (12) and its analogue with \( k \) replaced with \( 2 \) shows that the coefficient of \( \xi_2/\xi_1 \) in (13) is non-zero. Since \( \xi_2/\xi_1 = 1 \) and \( n = 0 \) is a solution of (13), it follows that the other solutions are multiples of the multiplicative order of \( \xi_2/\xi_1 \). Since the other solutions are finite in number, it follows that there cannot be any. Therefore in this case equation (9) has but two solutions. Assume henceforth that \( \xi \) is of degree four.

Consider now the case where the linear recurrence in (13) is degenerate. For some pair \( i, j \) with \( i \neq j \), one has \( \xi_i/\xi_j = \xi \) where \( \xi \) is a primitive \( r \)th root of unity. Since \( Q(\xi_i, \xi_j) \) is of degree at most three over \( Q(\xi_j) \), the only possible values for \( r \) are 2, 3, 4, and 6.

If \( r = 3, 4, \) or 6, then the minimal polynomial for \( \xi_j \) over \( Q(\xi_j) \) is

\[
a\delta + \xi_j^a = 0 \quad \text{or} \quad a\delta + \xi_j^a + \xi_j^b = 0.
\]

Further if \( \xi_i \) denotes the other solution of this equation, then the fourth conjugate \( \xi_m \) lies in \( Q(\xi_j) \). Applying any automorphism mapping \( \xi_i \) to \( \xi_m \) gives \( \xi_m/\xi_i = \xi^{\pm 1} \) where \( n \neq m \). Thus

\[
\xi_m/\xi_i = (\xi_m/\xi_i)(\xi_i/\xi_i) = \xi^{\mp 1},
\]

where \( \pm = 0, 1, \) or \( -1 \) depending on the value of \( n \). It follows that

\[
1 = \xi_i/\xi_j \xi_k/\xi_i = (\xi_i/\xi_j)(\xi_j/\xi_k)(\xi_k/\xi_i) = \xi^{\mp 1}
\]

and so \( \xi_i \) is a root of unity, which is absurd. Therefore \( r = 2 \) and \( \xi_i/\xi_j = -1 \). Applying an automorphism mapping \( \xi_2 \) to \( \xi_j \) where \( k \neq j \), one gets \( \xi_j/\xi_k = \xi \). Since the \( \xi_j \)'s are distinct, one has \( m \neq i, j, k \). The product of the conjugates of \( \xi \) is one; so it follows that the four conjugates are of the form \( \xi, \xi^{-1}, -\xi, -\xi^{-1} \). Now (12) for \( k = 1, \ldots, 4 \) shows that the coefficients \( A_i B_k - A_k B_i \) in equation (13) are all non-zero. With the notation of that equation, the form of the \( \xi_j \)’s makes it clear that \( \xi_j/\xi_k \) is \( -1 \) for one value of \( j \neq k \) and is a power of \( \xi \) for the other such value of \( j \) (and so in particular is not a root of unity). It follows that equation (13) has at most one solution of each parity. Thus, if the recurrence is degenerate, then equation (9) has at most four solutions.

Next it will be shown that, if for \( r = 2 \) or 3, there is a prime ideal \( p \) of the ring of integers of \( Q(\xi_1, \ldots, \xi_4) \) such that

\[
(\xi_i^a - \xi_j^b)/(\xi_i - \xi_j) = 0 \mod p^n
\]
where
\[
\kappa = \begin{cases} 
-\left[\frac{-3e}{p^f-1}\right] & \text{if } p^f \not| 2, \\
\frac{4e}{p^f-1} & \text{if } p^f | 2 
\end{cases}
\]
and \(e\) is the ramification index of \(p\) over the rational prime \(p\) which lies under it, then any non-degenerate second order linear recurrence whose companion polynomial has roots \(\xi_1/\xi_2\) and \(\xi_2/\xi_3\) is of multiplicity at most four. This in turn will imply that equation (9) has at most eight solutions in this case. To avoid repetition, the reader is referred to the relevant parts of the proof of Theorem 1.

Suppose first that \(p^f \not| 2\). Let \(\beta_i = \xi_i/\xi_2\) for \(i = 1, 2\). Since \(\xi_2\) is a unit, one has
\[
(\beta_1^2 - \beta_2^2)/(\beta_1 - \beta_2) = 0 \pmod{p^f}.
\]
The argument of Theorem 1 can now be repeated letting \(r = s\) and \(s\) be the multiplicative order of \(V_s/\sqrt{p}\).

Now suppose that \(p^f | 2\). With \(\beta_i\) defined as before, one has
\[
U_v = (\beta_1 - \beta_2)/(\beta_1 - \beta_2) = 0 \pmod{p^f}.
\]
Letting \(s\) denote the multiplicative order of \(V_s/\sqrt{p}\) \(\mod{p^f}\), the argument of the first and third paragraph of the proof of Theorem 1 shows that \(d\) occurs only in the subsequence \(\{a_m\}\), and for each \(i\) with \(0 \leq i < v\), there is at most one \(j\) in the range \(0 \leq j < s\) such that \(d\) occurs in the subsequence \(\{a_{r_n+i+j}\}\). In particular, it follows by Lemma 1 that \(d\) occurs at most twice in each subsequence \(\{a_{r_n+i+j}\}\). For \(v = 2\), then one has consequently \(m(d) \leq 4\).

Assuming that \(v = 3\), the same conclusion may be drawn as soon as one knows that at most one of the subsequences contains more than one occurrence of \(d\). Working now with the linear recurrence \(\{a_m\}\), let \(g\) be the least positive integer such that \(p^f g^2 - \beta_2^2 = 1 \pmod{p^f}\). Since \(p^f | U_n\), one has \(p^f | \beta_1^2 - \beta_2^2\) and for every \(n \geq 0\), \(n \mid U_n\) iff \(p^f | U_n\) iff \(3 | n\). Thus \(p^f | U_g\) and \(3 | g\). If \(3 | g\), then \(p^f | U_t\) and the argument of the last paragraph with \(t\) replacing \(r\) shows that \(m(d) \leq 2\). Assume therefore that \(3 \nmid g\) and that two subsequences \(\{a_{r_n+i+j}\}\) and \(\{a_{r_m+i+j}\}\) where \(0 \leq i < j < 3s\) both contain two occurrences of \(d\). Since \(tg | r_s\), there are two subsequences, say \(\{a_{q_{m+i+t}}\}\) and \(\{a_{r_{m+i+t}}\}\) where \(0 \leq k < m < q\) both containing two occurrences of \(d\). By Lemma 1, this means that \(2(k-m) = q = 0 \pmod{3}\), and so both subsequences are contained in a single subsequence \(\{a_{r_{m+i+t}}\}\). Therefore this subsequence contains four occurrences of \(d\), contradicting the result of the last paragraph. Thus \(m(d) \leq 4\) in this case also.

It remains to investigate conditions under which appropriate prime ideals can be shown to exist. The non-existence of appropriate primes will be shown to correspond to solutions of one of a finite number of binary quintic diophantine equations. To do this, note first that since the ramification index of any prime is certainly no larger than the field degree, the definition of \(\kappa\) shows that there are at most a finite number of prime ideals for which \(\kappa\) can be greater than one. Taking norms, it follows that if
\[
N_{\kappa} = \prod_{i<j}(\xi_i - \xi_j)/(\xi_i - \xi_j) \quad \text{for} \quad s = 2 \text{ or } 3
\]
is not of some finite set of values, then a suitable prime exists.

Letting \(g(x) = a^2 - 6bd + c^2 - ad + e\) be the minimal polynomial for \(\xi\), one can compute
\[
N_{\kappa} = b^d - d^2 - b^e
\]
using the cubic resolvent ([10], p. 181). As for \(N_{\kappa}\), note that
\[
N_{\kappa} = \prod_{i<j}(\xi_i - \xi_j)/(\xi_i - \xi_j) = \prod_{i<j}(\xi_i - \xi_j)/(\xi_i - \xi_j)
\]
where \(\zeta\) is a primitive cube root of unity and \(\text{Res}(g(x), g'(x))\) denotes the resultant. A straightforward but somewhat lengthy calculation of the determinant defining the resultant shows that
\[
N_{\kappa} = y^3 - c^2y^2 - 3c^2ey + c^2(d^2 + b^2e - ce)
\]
where \(x = yd - e\). Since \(e = 1\), combining this with equation (14) yields
\[
N_{\kappa} = y^3 - c^2y^2 - 3c^2y + c^2(ey - N_{\kappa})
\]
These quintics for the various exceptional values of \(N_{\kappa}\) and \(N_{\kappa}\) are the desired set of diophantine equations.

To complete the proof of the theorem, note first that if \(Z_{[g]}\) contains non-real roots of unity, then equation (9) has at most eight solutions by the theorem of T. Nagell quoted in the introduction. Further,
a given \( \xi \) can be the fundamental unit of at most finitely many rings \( \mathbb{Z}[\xi] \), and for a given value of \( \xi \) these can be effectively determined ([4]). Therefore in order to prove Theorem 2, it suffices to prove that each of the equations (15) has but a finite number of solutions. But this follows from a theorem of C. Runge ([7]) and the following lemma.

**Lemma.** The polynomial

\[ y^2 - ax^3 y^3 - 3a^2 y^2 + s^4 y - Ax^3 + B \]

where \( A \neq 0 \) and \( B \) are integers is irreducible over the field \( \mathbb{Q} \) of rational numbers.

**Proof.** If not, then it is a product of two polynomials whose leading forms must be monomial factors of \( x^4 y \). Substituting any complex value for \( x \) or for \( y \) yields a polynomial in one variable which is not identically zero; hence the polynomial in question has no non-trivial factors involving only one variable. In particular, there are no linear factors. If there is a factor with leading coefficient \( x \), then there is one of the form \( ax^3 + bx^2 + c - y \) where \( a \neq 0 \) is rational. Substituting \( y = ax^3 + bx^2 + c \) into the polynomial gives a sextic polynomial in \( x \) with leading coefficient \( a^3 - ax^3 + c \). Since this polynomial is identically zero and \( a \neq 0 \) is rational, we have a contradiction. If there is a factor with leading form \( axy \), say \( axy - bx + cy - d \), then substituting \( y = (bx + d)/(ax + c) \) into the polynomial and clearing denominators shows that \( ax + c | bx + d \). So there must be a linear factor, which we have already seen to be untrue. This exhausts all possibilities; so the lemma, and hence Theorem 2 are proved.
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