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1. An arithmetical function $f(n)$ is said to be additive if $f(ab) = f(a) + f(b)$ whenever $a$ and $b$ are coprime integers, and completely additive if this relation holds whether they are coprime or not.

In this paper I establish two conjectures of Kátaı, the one a particular case of the other.

Let $f(n)$ be an additive arithmetic function. For each real number $x \geq 1$ define

$$M(x) = \max_{n \leq x} |f(n)|, \quad E(x) = \max_{p \leq x} |f(p+1)|$$

where in the definition of $E(x)$, $p$ runs over prime numbers only.

**Theorem.** There are positive absolute constants $A, B$ and $c$, so that

$$M(x) \leq AB(x^2) + AM(\log x)^2 \quad (x \geq c).$$

**Corollary 1.** Let $f(n)$ be a completely additive arithmetic function. Then there are positive constants $A, B$ and $c$ (possibly different from those in the theorem) so that

$$M(x) \leq AE(x^2) \quad (x \geq c).$$

**Corollary 2.** Let $f(n)$ be a completely additive arithmetic function and let

$$|f(p+1)| \leq A \log(p+1)$$

hold for every prime $p$. Then there is a positive absolute constant $B$ so that

$$|f(n)| \leq AB \log n \quad (n \geq 1).$$

**Corollary 3.** Let $f(n)$ be completely additive and satisfy

$$\lim_{p \to \infty} \frac{f(p+1)}{\log p} = 0 \quad (p \text{ prime}).$$

Then $f(n)$ is identically zero.
The Corollary 2 of this theorem was conjectured in 1960 by Kátai [10]. He established the inequality \(|f(n)| \leq k\log\log\log 10\log n\), where \(k\) depends weakly upon \(f\), subject to the validity of the Riemann–Piltz conjecture for \(L\)-series. He conjectured the validity of Corollary 1 in another paper [11], question 5.

To deduce Corollary 1 set \(y = (\log x)^2\). Then if \(x\) is sufficiently large, \(y^{3/4} \leq x\) and

\[
(A + 1) M(y) \leq M(y^{3/4}) \leq M(x) \leq AB(x^p) + AM(y).
\]

Hence \(M(y) \leq AB(x^p)\) and so \(M(x) \leq 2AB(x^p)\).

To deduce Corollary 2, let \(\alpha\) be a positive integer, \(\alpha \geq 2\). Choose an integer \(k \geq 1\) so large that \(\alpha^k > \alpha\), where the constant \(c\) is that which appears in Corollary 2. Then

\[
|f(n)| = \frac{1}{k} |f(\alpha^k)| \leq \frac{1}{k} \frac{1}{A} \log \alpha \log^2 y = AB\log n,
\]

and Corollary 2 is established.

Corollary 3 can be similarly proved.

Remark. We shall use \(\alpha, \beta, \rho, \sigma\) to denote constants. These will generally be absolute. From time to time it will be convenient to renumber them.

This ends the remark.

2. We need three results concerning the distribution of prime numbers in arithmetic progressions with large moduli.

For each real number \(x \geq 1\) and pair of integers \(D (> 1)\) and \(l\), let \(\pi(x, D, l)\) denote the number of primes \(p\) not exceeding \(x\) which satisfy the congruence \(p = l (\text{mod} D)\).

**Lemma 1.** Let \(x\) be a real number, \(0 < x < 1\). Then there is a positive real number \(c = c(x)\) so that the estimate

\[
\pi(x, D, l) = (1 + \varepsilon) \frac{x}{\varphi(D)\log x} (x > 2, |\varepsilon| < 1),
\]

holds uniformly for all \(1\) prime to \(D\), for all moduli \(D\) not exceeding \(x\) with the possible exception of certain moduli, all of which are multiples of a particular \(D_0\).

Remark. Although \(D_0\) may depend upon \(c\) and \(x\), it will satisfy \(D_0 > \log(x)^2\) for any fixed \(c_1 > 0\) and all sufficiently large values of \(x\).

Proof. We recall the explicit formula

\[
\sum_{n \leq x} \mu(n) A(n) = E_0 x - E_1 \frac{x}{\beta_1} + \sum_{|\varepsilon| < T} \frac{x}{\varphi(D)\log x} + O \left( \frac{x}{T} \log^2 \log x + E_1 \frac{x}{\beta_1 \log \log x} \right)
\]

where \(\chi\) is a Dirichlet character \(\text{mod} D\), \(\varepsilon \geq T \geq 2\), \(E_0 = 1\) if \(\chi\) is principal, and zero otherwise, and \(E_1 = 1\) if an exceptional zero \(\beta_1\) exists, and \(= 0\) otherwise. The sum which appears on the right hand side of this estimate runs over the zeros \(\beta = \beta_1 + i\gamma\) of the associated Dirichlet \(L\)-series

\[
L(s, \chi) = \sum_{n=1}^{\infty} \chi(n)n^{-s},
\]

except for the possible exceptional zero \(\beta_1\) and its companion \(1 - \beta_1\).

(See, for example, Prachar [14], VII, § 4, p. 235.)

We shall need an estimate involving \(N(a, T, \chi)\) the number of zeros of \(L(s, \chi)\) which lie in the rectangle \(a \leq s \leq 1\), \(|\varepsilon| < T\). We count here the possible exceptional zeros as well. To be precise we need the result (Rogers [13]) that there is a positive absolute constant \(C_4\) so that

\[
\sum_{\chi \text{mod} D} N(a, T, \chi) \leq T^{C_4 - \varepsilon}
\]

uniformly for all \(T \geq 2D\), \(0 \leq \varepsilon \leq 1\).

Suppose now that no \(L\)-series defined \(\text{mod} D\) vanishes in the rectangle \(1 - \eta \leq s \leq 1\), \(|\varepsilon| < T\), where \(\eta > 0\). Then

\[
\sum_{\chi \text{mod} D} \left| \chi(x) \right| \leq \sum_{\chi \text{mod} D} \left( \frac{x}{\varphi(D)\log x} \right) \leq \eta^{-1} x T^{C_4} + \sum_{i=0}^{1} \frac{x^{1/2}}{\beta_i} \sum_{\chi \text{mod} D} \left( \frac{x^2}{\varphi(D)\log x} \right)
\]

\[
\leq 2\eta^{-1} x^{1/2} T^{C_4} \log x + \sum_{i=0}^{1} \frac{x^{1/2}}{\beta_i} \sum_{\chi \text{mod} D} N(a, T, \chi) \frac{x}{\varphi(D)\log x}
\]

We can estimate the size of this last integral, by means of (2), not to exceed

\[
T^{C_4} \log x \int_{1/2}^{T} \frac{1}{\varphi(D)\log x} \, d\sigma < 2\pi(xT^{-C_4} - 2
\]

provided that \(x^{1/2} > T^{C_4}\), say.

Multiplying (1) by \(\chi(1)/\varphi(D)\) and summing over all characters \(\chi \text{mod} D\), we deduce that

\[
\sum_{n=1}^{\infty} \frac{\mu(n) A(n)}{\varphi(D)} = E_0 \frac{x}{\beta_1} + 2\pi(xT^{-C_4} - 2\pi(xT^{-C_4})^{-1} + \frac{x}{\varphi(D)\log x} + O \left( \frac{x}{T} \log^2 \log x + E_1 \frac{x}{\beta_1 \log \log x} \right)
\]

We recall two further results from the theory of \(L\)-series.
Let \( N \) be a real number, \( N \geq 2 \). Then the \( L \)-series formed with real characters \( \chi \pmod{D} \) have no zeros in the region

\[
\sigma \geq 1 - \frac{c_1}{\log N}, \quad t = 0 \quad (c_1 > 0),
\]

for all moduli \( D \) not exceeding \( N \), with the possible exception of certain moduli, all of which are multiples of a particular modulus \( D_1 \). If \( c_1 > 0 \) and \( N \) is sufficiently large then we may assume that \( D_1 > (\log N)^{c_1} \). (See Prachar [14], Satz 6.9, p. 129, and Satz 8.1 (Siegel's theorem), p. 143, respectively.)

There is a positive constant \( c_2 \) so that there are no zeros of any \( L \)-series \((mod\ D)\) for any character \((mod\ D)\), which lie in the region

\[
\frac{1}{4} < \frac{3}{\log \log |t| + 2} \leq \sigma < 1, \quad (t \text{ arbitrary})
\]

with the possible exception of at most one real zero \( \beta_1 \) (the so-called exceptional zero). For this result we refer to Prachar [14], Satz 6.9, p. 130.

We apply the first of these two remarks with \( N = \sigma^2 \), \( 0 < c < 1 \). Then if \( D \) is not an exceptional modulus, and \( \chi \) is real, \( L(s, \chi) \) does not vanish on the line segment \( t = 0, \sigma \geq 1 - c_2 (\log s)^{-1} \). Moreover, from (4) with \( T = D'^{3} \log^2 Dw \), \( \delta > 0 \) to be chosen presently, there are no zeros of any \( L \)-series \((mod\ D)\) (other than possibly \( \beta_1 \)) in the rectangle

\[
1 \geq \sigma \geq 1 - c_2 (1 + \delta) \log D + 5 \log \log w, \quad |t| \leq T,
\]

say. This certainly holds if \( \delta \) is sufficiently large in terms of \( \delta \).

Since \( D \leq \sigma^2 \) we conclude that there is a positive absolute constant \( c_4 \), so that for \( x \geq c_4 (\delta, c) \) no \( L \)-series \((mod\ D)\) vanishes in the rectangle

\[
1 - \frac{c_5}{c (1 + \delta) \log w} \leq \sigma \leq 1, \quad |t| \leq D'^{3} \log^3 Dw.
\]

For such a modulus \( D \) we can set \( \eta = c_4 (1 + \delta) \log w \) in (3). Then if \( \sigma \) is sufficiently small (but fixed)

\[
\eta^{-1} \sigma^{1/2} Tc_2 D \log w = O(\sigma^{1/2} (D'^{3} \log^3 D) \log w),
\]

Since \( B_1 = 0 \) for the modulus under consideration

\[
\left| \sum_{\eta \in \text{split\ (mod\ D)}} A(\eta) - \frac{\sigma}{\varphi(D)} \right| \leq \frac{2\sigma}{\varphi(D)} \exp \left( - \frac{c_5}{2 (1 + \delta) \sigma} \right) + O\left( \frac{\sigma}{\varphi(D) \log \sigma} \right) + O\left( \frac{\sigma}{D'^{3} \log Dw} \right).
\]

The estimate of Lemma 1 may now be deduced by removing the contribution of the prime powers \( p^\alpha \), with \( \alpha \geq 2 \), and integrating by parts. This will be justifiable if the size of \( c \) is slightly decreased.

We are left with the exceptional moduli. They are all multiples of \( D_1 \), and this modulus satisfies \( D_1 > (\log N)^{c_4} \), for each fixed \( c_1 > 0 \) and all sufficiently large values of \( \sigma \).

This completes the proof of Lemma 1.

A value for the constant \( c \) (in terms of \( \sigma \)) could be computed if desired.

**Lemma 2.** Let \( D \) be a prime power, \( D = q^m \). Then there is a positive constant \( c_5 \) so that there is a prime \( p \), not exceeding \( D^2 \), which satisfies

\[
p = -1 \pmod{D}, \quad p \equiv -1 \pmod{qD}.
\]

Remark. In our application of Lemma 2 essential use will be made of the fact that \( q \) divides \( p + 1 \) exactly to the \( m \)th power. The condition \( p = -1 \pmod{D} \) could of course be replaced by \( p \equiv t \pmod{D} \) for any \( l \) prime to \( D \).

**Proof.** We first remark that the reduced residue-class groups \((mod\ D)\) and \((mod\ qD)\) are cyclic, so there will be exactly one real character \( \chi_1 \) \((mod\ D)\), and one real character \( \chi_2 \) \((mod\ qD)\). Moreover, \( \chi_1 \) will be induced by \( \chi_2 \). Since no \( L \) series vanishes on the line \( \sigma = 1 \), the \( L \) series formed with \( \chi_1 \) and \( \chi_2 \) will have the same zeros in the half-plane \( \sigma > 0 \). In particular they can only have (or have not) the same exceptional zero \( \beta_1 \).

If neither \( \chi_1 \) nor \( \chi_2 \) has an exceptional zero then the result of Lemma 2 follows from Lemma 1 by choosing \( \varepsilon = 1/8 \) say, and \( c \) sufficiently small that

\[
\sum_{p \equiv t \pmod{D}} \frac{1}{\varphi(p)} = \frac{7c}{8 \varphi(D) \log |t|} - \frac{9c}{8 \varphi(qD) \log w}
\]

\[
= \frac{7c}{8 \varphi(D) \log |t|} \left( 1 - \frac{9}{7q} \right) > 0.
\]

Suppose therefore that \( \chi_1 \) and \( \chi_2 \) both possess an exceptional zero \( \beta_1 \). According to a result of Iwaki (Prachar [14], Satz 3.1, p. 349) if

\[
1 - \frac{A_1}{\log D} \leq \beta_1 < 1 \quad (t = 0)
\]

and if we set \( \delta_1 = 1 - \beta_1 \), then in the region

\[
\sigma \geq 1 - \frac{A_1}{\log D (|t| + 1)} - \frac{\varepsilon A_1}{\delta_1 \log D (|t| + 1)}, \quad \delta_1 \log D (|t| + 1) \leq A_1
\]
there is no zero \((\neq \beta_1)\) of any of the \(L\)-series \((\mod D)\). Here the constants \(A_1\) and \(A_2\) have positive absolute \(\) (prescribed) \(\) values. Moreover, since \(\beta_1\) is also a zero of \(Z_1(\mod qD)\), if

\[
1 - \frac{A_1}{\log qD} \leq \beta_1 < 1,
\]

then we can assert a similar result concerning the zero-free \(\) region of the \(L\)-series \((\mod qD)\) provided only that in \((5)\) we \(\) replace \(D\) at every occurrence by \(qD\).

We now follow the proof of Lemma 1. We set \(T = D^{1/a}\), and include the contribution of the exceptional zero into the main term, thus if \(i, D = 1\)

\[
\sum_{n = i(\mod D)} A(n) - \frac{\varphi}{\varphi(D)} \left(1 - \frac{1}{\varphi(D)} \right) \left( \frac{1}{\beta_1} \right) - \frac{\varphi}{\varphi(D)} \left(1 - \frac{1}{\varphi(D)} \right) \left( \frac{1}{\beta_1} \right)
\]

\[
\leq \frac{2a^{1-(3/2)}}{\varphi(D)} + O\left( \frac{\eta^{1/2} T \log \omega}{\varphi(D)} + \frac{\varphi \log^2 D \varphi}{D^2} \right) + O\left( \frac{a^{1/2} \log D \varphi}{T} \right)
\]

where \(\eta\) is chosen to be the largest value consistent with \((5)\), using \(D\) \(\) in place of \(D\), and \(T = D^{1/a}\).

Subtracting a similar expression concerning those integers \(n\) which satisfy \( \equiv i \pmod{qD} \) we deduce that

\[
\sum_{n = i(\mod D)} A(n) - \frac{\varphi}{\varphi(D)} \left(1 - \frac{1}{\varphi(D)} \right) \left( \frac{1}{\beta_1} \right)
\]

\[
\leq \frac{2a^{1-(3/2)}}{\varphi(D)} + O\left( \frac{\eta^{1/2} T \log \omega}{\varphi(D)} + \frac{\varphi \log^2 D \varphi}{D^2} \right) + O\left( \frac{a^{1/2} \log D \varphi}{T} \right).
\]

Here we note that it follows from Dirichlet's class number formula (see Davenport [4], Chapter 6, and Prachar [14], p. 145) that there is an effective \(\) (computable) \(\) constant \(c_\varphi > 0\) so that \(\delta_\varphi > c_\varphi D^{-1}\). In particular \(\eta^{1/2} < D_0^{-1}\), and for \(D \leq \varphi\) and \(\varphi\) sufficiently small the last three error terms in the above estimate are

\[
O\left( \frac{\varphi \varphi \log^2 D \varphi}{D^2} \right).
\]

If now \(\delta_\varphi > (\log \varphi)^{1/2}\), then arguing as in the proof of Lemma 1 we can deduce Lemma 2 at once (essentially, both \(D\) \(\) and \(qD\) will be non-exceptional). Thus without loss of generality \(\delta_\varphi \leq (\log \varphi)^{(3/2)}\) and this in combination with the above lower bound for \(\delta_\varphi\) shows that \(D > c_\varphi (\log \varphi)^{3/2}\). Hence the size of the last three error terms in \((6)\) is

\[
O\left( \frac{\varphi \varphi \log^2 D \varphi}{D^2} \right).
\]

Moreover, since \(qD \leq D^2\)

\[
x \varphi(D)^{\frac{A_1 \log \omega}{2 \log D(D^2 \varphi(D) + 1) \log \left( \frac{\delta_\varphi}{\varphi(D) \delta_\varphi \log D(D^2 \varphi(D) + 1) \log \left( \frac{\delta_\varphi}{\varphi(D) \delta_\varphi \log D(D^2 \varphi(D) + 1)} {\varphi(D) \delta_\varphi \log D(D^2 \varphi(D) + 1)} \right) \right} \right)
\]

provided that \(\delta_\varphi \log D(D^2 + 1) \leq A_1\). Let \(\delta_\varphi \log D \leq \varepsilon_0\), where \(\varepsilon_0\) \(\) will presently be chosen to have a positive absolute value. Then for \(\varphi\) sufficiently small this last error term will not exceed \(\varepsilon_0 (\delta_\varphi \log D)^2 / \varphi(D)\).

 Altogether, therefore,

\[
\sum_{n = i(\mod D) \text{ exactly}} A(n) \geq \frac{1}{2 \varphi(D)} \left( x - \frac{\varphi}{\varphi(D)} \right) \left( \frac{1}{\beta_1} \right) - O\left( \frac{\varphi \varphi \log^2 D \varphi}{D^2} \right).
\]

Here the main term (in an obvious notation), exceeds

\[
\frac{x \delta_\varphi \log x}{\varphi(D)}
\]

provided \(\delta_\varphi \log D \leq \varepsilon_0\), \(\varepsilon_0\) is sufficiently small, and \(x\) sufficiently \(\) (absolutely) \(\) large. If we set \(x = D^{1/a}\) with a large enough value of \(\mu\) \((\geq 1/\varepsilon)\) then all of these conditions will be satisfied when \(\delta_\varphi \log D \leq \varepsilon_0 \mu^{-1}\). In this case

\[
\sum_{p = i(\mod D) \text{ exactly}} \log p \geq \frac{x \delta_\varphi \log x}{\varphi(D)} - O\left( \frac{\varphi \varphi \log^2 D \varphi}{D^2} \right) - \sum_{n = p^2 \leq x} A(n)
\]

\[
\geq \frac{x \delta_\varphi \log D}{\varphi(D)} (1 - O(\delta_\varphi \log D)) + O\left( \frac{\varphi \varphi \log^2 D \varphi}{D^2} \right) + O\left( \frac{\varphi \varphi \log^2 D \varphi}{D^2} \right)
\]

\[
= \frac{x \delta_\varphi \log D}{D^2} (1 + O\left( \frac{\varphi \varphi \log D}{(\log x) \varphi(D) \log D(D^2 \varphi(D) + 1)} \right)) > 0
\]

provided \(\mu\) is sufficiently large (which ensures that \(x\) is sufficiently large).

This proves the lemma if \(\delta_\varphi \log D \leq \varepsilon_0 \mu^{-1}\), where \(\varepsilon_0\) and \(\mu\) are certain absolute constants. If this last inequality fails then

\[
\beta_1 < 1 - \varepsilon_0 \mu^{-1} (\log D)^{-1},
\]

and we can apply the method of Lemma 1.

This completes the proof of Lemma 2.

Our outline of this proof was a little long-winded, but it was desirable to show that all the constants involved could be computed.

Our next lemma concerns the average distribution of prime numbers in residue classes to large moduli. Here a direct application of the Bomberi-
Vinogradov theorem (see for example Bombieri [3], Gallagher [9], Montgomery [13]) is not useful, since we shall be dealing with too few moduli. In such situations the Riemann–Piltz conjecture that no \( L \)-series formed with a Dirichlet character has a zero in the half-plane \( \sigma > \frac{1}{2} \) has more powerful consequences. An example which shows the limitations is the following.

Let \( \tau(n) \) denote the Dirichlet divisor function. Then an asymptotic formula can be given for the sum

\[
S = \sum_{a \leq \sqrt{\log D} \leq \sqrt{\tau(n)}} \tau(p-1)
\]

whenever \( D \) does not exceed a fixed power of \( \log x \), but not if \( D \) is any larger, say in the range \( x^{1/4} \leq D < x^{1/3} \). Indeed, not even a decent lower bound can be given (the so-called exceptional modulus may divide \( D \)). However, the Riemann–Piltz conjecture allows one at once to assert that if \( D \leq x^{1/3} \), \( 0 < \varepsilon < 1/2 \), then for a suitable constant \( c = c(\varepsilon) > 0 \),

\[
S > cx|D|.
\]

We shall need an estimate of the type

\[
\sum_{m \leq Q} \sum_{m \equiv a \pmod{m}} N(a, T, \chi) \leq c_0(T+2)Q^{1-\varepsilon} \log Q(T+2)T^\varepsilon, \quad T \geq 0,
\]

for certain positive constants \( c_0 \) and \( B_0 \). Here \( \ast \) denotes that summation is restricted to primitive characters \( \pmod{m} \), for each \( m \). A result of this type may be found in Montgomery [13], p. 99, with \( A_0 = 5 \), \( B_0 = 14 \), and valid for \( 1/2 \leq \varepsilon \leq 1 \). It is of course classical that if \( \alpha = 1/2 \) then we may set \( A_0 = 4 \), \( B_0 = 1 \). (See Prachar [14], Satz 3.4, p. 22.) We shall assume (as we may without loss of generality) that \( A_0 \geq 4 \).

As is usual we define

\[
\psi(y, m, l) = \sum_{n \equiv m \pmod{m}} A(n) \quad (y > 1, \ m \geq 1).
\]

**Lemma 3.** Let \( \alpha \) and \( Q \) be positive real numbers, and let \( D \) be a positive integer. Then

\[
\sum_{D \leq a \leq Q} \max_{n \leq y / (\log a)^{A_0}} \left| \psi(y, Dd, l) \right| \leq \frac{y \log a^{A_0+1}}{\phi(D)}
\]

provided that \( 2(QD)^{\alpha} \leq a \), where ' indicates that every prime divisor \( q \) of each integer \( d \) satisfies \( q > \log a \).

Similarly

\[
\sum_{D \leq a \leq Q} \max_{n \leq y / (\log a)^{A_0}} \left| \psi(y, Dd, l) \right| \leq \frac{\alpha \log a^{A_0+1}}{\phi(D)}
\]

with the same restriction on \( d \), but with

\[
(QD)^{A_0} \leq 2 \alpha \log a^{A_0+1}.
\]

**Remarks.** The results of this lemma are valid with no restriction upon the prime divisors of \( d \) provided that \( D \) does not exceed a fixed power of \( \log x \). This will follow immediately from the Bombieri–Vinogradov theorem. In Lemma 3 we gain control over large moduli \( D \) at the expense of the small moduli \( d \).

In our applications Lemma 3 will be combined with Lemma 1. This ends the remarks.

**Proof.** Consider first those moduli \( d \) for which \( (D, d) > 1 \). Let the prime \( q \) divide both \( D \) and \( d \). Then \( q > \log a \), and if \( QD \leq 2 \alpha \log x \), then

\[
\sum_{d | \chi \pmod{d}} \left| \psi(y, Dd, l) \right| \leq \sum_{Dq \leq x} \frac{x}{Dq} \left| \log(Q + T)Dq \right| \leq \frac{x}{Dq} \left| \log a^{A_0+1} \right| \leq \frac{x}{Q(D)^{1+\varepsilon}}.
\]

It is clear from this remark that the contribution towards the sum(s) in Lemma 3 which arises from these moduli \( d \) is at most

\[
O \left( \frac{\alpha \log a^{A_0+1}}{\phi(D)} \right) \sum_{d | \chi \pmod{d}} \left| \psi(y, Dd, l) \right| \leq O \left( \frac{\alpha \log a^{A_0+1}}{\phi(D)} \right).
\]

Consider now a modulus \( \alpha \) which is prime to \( D \). Then every character \( \chi \pmod{D} \) can be written in the form \( \chi \lambda \), where \( \lambda \) is induced by a character \( \pmod{D} \), and \( \chi \lambda \) is induced by a character \( \pmod{d} \). If \( \chi \lambda \) is the principal character \( \pmod{d} \), then we say that \( \chi \lambda \) is a Karacter \( \pmod{D} \) and write \( ^{\dagger} \chi \lambda \) \( \pmod{D} \). We note that even in this case \( \chi \lambda \) need not be primitive \( \pmod{D} \).

Let now the character \( \chi \pmod{D} \) be induced by the character \( \chi \lambda \pmod{D} \), say. If \( \chi \lambda \pmod{D} \) is primitive \( \pmod{D} \), then it is easy to see that \( \chi \) is actually a Karacter \( \pmod{D} \).

When \( \chi \) is not a Karacter, \( \chi \lambda > \log a \) is satisfied.

We are now ready to complete the proof of Lemma 3.

From the explicit formula (1),

\[
N_d(l, y) = \left| \sum_{\chi \pmod{D}} \chi(l) \sum_{n \leq y / (\log a)^{A_0}} A(n) \frac{1}{\phi(D)} \sum_{\alpha = 1} \chi(\alpha) \frac{1}{\phi(D)} \sum_{x \equiv \alpha \pmod{D}} \frac{\chi(x)}{x} \right| \leq \frac{1}{\phi(D)} \sum_{x \equiv \alpha \pmod{D}} \sum_{x \leq y} \frac{1}{x} + O \left( \frac{\log a D \log y}{T} + \frac{\log \log y}{\phi(D)} \right)
\]

for each \( \alpha \) such that \( 2(QD)^{\alpha} \leq a \), where ' indicates that every prime divisor \( q \) of each integer \( d \) satisfies \( q > \log a \).
where \( a^{-1} \ll \log \mathcal{D}(T+2) \) for every zero of the \( L \)-series (mod \( \mathcal{D}d \)), the contribution of the image of the exceptional zero (if it exists) being absorbed into the term involving \( y^{1/4} \). Here \( \gamma \) denotes that \( \chi \) is not a Karakter.

Let \( E_d \) denote

\[
\max_{y \leq \gamma \leq \varphi(d)} N_d(l, y).
\]

Then summing over the \( d \) not exceeding \( Q \) and prime to \( D \), we have

\[
\sum_{(d, D) = 1} E_d \ll \frac{1}{\varphi(D)} \sum_{d \leq Q} \frac{1}{\varphi(d)} \sum_{(d, D) = 1} \sum_{y \leq \gamma \leq \varphi(d)} y^\beta + O \left( \frac{Q \log \mathcal{D}(\log \mathcal{D})^2}{T} + \frac{\mathcal{Q}^{1/2} (\log \mathcal{Q})^3}{\varphi(D)} \right).
\]

Let us first estimate the contribution of those zeros with \( \beta \leq 1/2 \). We shall assume for simplicity that \( T \) will ultimately be chosen so as not to exceed a fixed power of \( \mathcal{Q} \). Then if \( \beta \leq 1/4 \), we have \( |y|^{-1} \ll \log \mathcal{D}(1 + |y|)^{-1} \), whilst if \( \beta > 1/4 \), \( |y|^{-1} \ll (1 + |y|)^{-2} \) so that the desired contribution is

\[
\ll \frac{1}{\varphi(D)} \sum_{(d, D) = 1} \frac{1}{\varphi(d)} \sum_{2 \leq d \leq Q} \frac{1}{\varphi(Dd)} \sum_{y \leq \gamma \leq \varphi(d)} y^{1/3} + \frac{\mathcal{Q}^{1/2} (\log \mathcal{Q})^3}{\varphi(D)}
\]

\[
\ll \frac{\mathcal{Q}^{1/2}}{\varphi(D)} \sum_{(d, D) = 1} \frac{1}{\varphi(d)} \sum_{2 \leq d \leq Q} \frac{1}{\varphi(Dd)} \sum_{y \leq \gamma \leq \varphi(d)} \left( \frac{1}{1 + T} + \frac{T}{1 + |y|} \right)
\]

\[
\ll \frac{\mathcal{Q}^{1/2} \log \mathcal{Q}}{\varphi(D)} \sum_{(d, D) = 1} \frac{1}{\varphi(d)} \sum_{2 \leq d \leq Q} \left( 1 + \frac{T}{\varphi(d)} \right) \ll Q \mathcal{Q}^{1/2} (\log \mathcal{Q})^3.
\]

Consider now the contribution towards (7) which arises from those zeros with \( 1/2 < \beta < 1 \). From the identity

\[
\log x = a^{1/2} + \int_{1/2}^{eta} x^{s} \log \mathcal{Q} \, ds
\]

it is clear that at the expense of an error of at most (8) we can replace each \( x^{\beta} \) by the appropriate integral in (9). Next,

\[
1 = x^{1/2} - \int_{1/2}^{eta} x^{s} \log \mathcal{Q} \, ds
\]

so that the sum which we wish to estimate does not exceed

\[
\frac{1}{\varphi(D)} \sum_{(d, D) = 1} \frac{1}{\varphi(d)} \sum_{2 \leq d \leq Q} \left( \frac{T}{\varphi(d)} \log \mathcal{Q} \right) \ll \frac{\mathcal{Q}^{1/2} (\log \mathcal{Q})^3}{\varphi(D)}
\]

Let \( \chi \) be a primitive character (mod \( w \)). Do (as before) \( w \ll \varphi(D)^{-1} \). Then the zeros of the \( L \)-series formed with characters which are induced by \( \chi \) and which lie in the half-plane \( \sigma > 0 \), are those of \( L(\sigma, \chi) \) itself. Therefore each will be counted in the (appropriate) sums (7), (10), with a multiplicity of at most

\[
\frac{1}{\varphi(D)} \sum_{d \mid D} \frac{1}{\varphi(d)} \frac{1}{\varphi(w)} \frac{1}{\varphi(w)} \ll \log Q \varphi(D) (\log \mathcal{Q})^4.
\]

Therefore the sum (10) does not exceed

\[
\frac{\mathcal{Q} \log \mathcal{Q}}{\varphi(D) \log \mathcal{Q}^2} \sum_{d \mid D} \sum_{2 \leq d \leq Q} \frac{1}{\varphi(d)} \sum_{y \leq \gamma \leq \varphi(d)} \left( \frac{T}{\varphi(d)} \log \mathcal{Q} \right) \ll \frac{\mathcal{Q}^{1/2} (\log \mathcal{Q})^3}{\varphi(D) \log \mathcal{Q}^2}
\]

Making use of the estimate given immediately preceding the statement of Lemma 3 we see that this is not more than

\[
\frac{\mathcal{Q} \log \mathcal{Q}}{\varphi(D) \log \mathcal{Q}^2} \int_{1/2}^{eta} x^{s} \log \mathcal{Q} (QD)^{\beta} (\log \mathcal{Q} (QD)^{T + 2})^2 \frac{T + 2}{T + 1} \frac{T + 2}{(u + 1)^{2}} \, du \, ds
\]

\[
\ll \frac{\log \mathcal{Q}}{\varphi(D)} \int_{1/2}^{eta} (QD)^{\beta - 2} \log \mathcal{Q} \, ds \ll \frac{\mathcal{Q}^{1/2} (\log \mathcal{Q})^3}{\varphi(D) \log \mathcal{Q}^2}
\]

this last step being valid if \( 2(QD)^{\beta + 2} \ll \mathcal{Q} \). Since \( A_d \geq 4 \) holds, this condition will ensure that the earlier condition \( QD \ll \mathcal{Q}^{1/2} \) is amply satisfied. Altogether we have proved that

\[
\sum_{d \mid D} E_d \ll \frac{\mathcal{Q} \log \mathcal{Q}}{\varphi(D)} + Q \mathcal{Q}^{1/2} (\log \mathcal{Q})^3 + \frac{\mathcal{Q}^{1/2} (\log \mathcal{Q})^3}{\varphi(D)}
\]

This will be

\[
\ll \frac{\mathcal{Q} (\log \mathcal{Q})^{\beta + 1 - \delta}}{\varphi(D)}
\]

if we set \( T = \mathcal{Q}^{1/2} \) (not exceeding a fixed power of \( \mathcal{Q} \), as was assumed earlier), and note that \( QD \ll \mathcal{Q}^{1/2} \).
We now examine a typical term \( N_d(l, y) \). We have

\[
N_d(l, y) = \sum_{n=1}^{\infty} \sum_{d \mid n} \frac{\varphi(n)}{\varphi(D)} \chi(n) A(n) - M_d(l, y)
\]

where

\[
M_d(l, y) = \frac{1}{\varphi(d)} \sum_{n \leq y} \frac{\varphi(n)}{\varphi(D)} \sum_{d \mid n} \chi(n) A(n)
\]

Here the inner sum runs over all character \( \chi \pmod{D} \), and \( \chi_0(n) \) denotes the principal character \( \pmod{d} \). This last sum is therefore

\[
\frac{1}{\varphi(d)} \sum_{n \leq y \pmod{D}} A(n) - \frac{1}{\varphi(d)} \sum_{n=1}^{\infty} A(n).
\]

The second of these two sums does not exceed

\[
\frac{\log y}{\varphi(D)} \sum_{p \leq y} \left( \sum_{p \mid n} \frac{1}{\varphi(d)} \sum_{p \leq x^{1/2}} 1 + \ldots \right) \leq \frac{x^{1/2} \log x}{\varphi(D)} \sum_{p \leq x^{1/2}} 1 = \frac{x^{1/2}}{\varphi(d)}
\]

so that

\[
\sum_{n \leq y \pmod{D}} \chi(n) A(n) - \frac{1}{\varphi(d)} \sum_{n=1}^{\infty} A(n) \leq \frac{x^{1/2} \log x}{\varphi(d)}
\]

as was asserted in Lemma 3, the only proviso being that \( 2(QD)^d \leq x \) and each \( d \) has no prime factor \( q < (\log x)^d \).

To prove the second assertion of Lemma 3 we first remove from \( \chi \) the contribution of those prime power \( p^m \) with \( m > 2 \). This will not exceed

\[
\sum_{p \leq y} \left( \log p + \sum_{p^2 \leq n \pmod{D}} \log p + \ldots + O\left( \frac{p^{1/2}}{\varphi(D)} \right) \right) \leq \sum_{p \leq y} \frac{p^{1/2}}{\varphi(d)}
\]

In the usual way we set

\[
\theta(y, m, l) = \sum_{\ell=1}^{\infty} \log p
\]

and integrate by parts,

\[
\pi(y, m, l) = (\log y)^{1/2} \theta(y, m, l) + \int_1^y \theta(u, m, l) \frac{du}{u \log u}
\]

Therefore

\[
P_d(l, y) = \left| \frac{1}{\varphi(d)} \pi(y, D_d, l) - \frac{1}{\varphi(d)} \pi(y, D, l) \right|
\]

\[
\leq \left| \frac{\theta(y, D_d, l) - \theta(y, D, l)}{\log y} \right| + \int_1^y \left| \frac{\theta(u, D_d, l) - \theta(u, D, l)}{\log u} \right| \frac{du}{u \log^2 u}
\]

and

\[
\sum_{d \leq x} \max_{l \leq y \pmod{D}} P_d(l, y) \ll \frac{\omega y}{\varphi(D)} + \sum_{d \leq x} E_d + \int_1^y \sum_{d \leq x} \frac{\theta(u, D, l)}{u \log^2 u} \frac{du}{\varphi(D)}
\]

The first two of these majorising terms are \( O(2(QD)^d \log x^{1/2}/\varphi(D)) \) provided that \( 2(QD)^d \leq x \). Set \( z = 2(QD)^d \). Then for the range \( x \leq u \leq z \) in the integral we obtain

\[
\ll \int_1^z \frac{u (\log u)^{R_0+3-\delta}}{\varphi(D) u \log^2 u} \frac{du}{\varphi(D)} \ll \frac{x^{1/2} \log x}{\varphi(d)}
\]

For the range \( 2 - \ll u \ll x \) we use the crude estimate

\[
\left| \frac{1}{\varphi(d)} \theta(u, D, l) - \frac{1}{\varphi(d)} \theta(u, D_d, l) \right| \ll \frac{u}{D_d} + 1 + \left( \frac{u}{D} \right) \frac{1}{\varphi(d)} \ll \frac{u}{D_d} + 1
\]

and obtain the upper bound

\[
\ll \int_1^z \left( \sum_{D_d} \frac{u}{\varphi(D_d) + 1} \right) \frac{du}{u \log^2 u} \ll \frac{x \log Q}{D \log^2 x} + Q \ll \frac{x}{D} + Q
\]

Here \( Q \ll \omega y \log y \log D \) and the whole integral, and therefore the sum involving \( E_d \), will be \( O(\omega y^{1/2} \log^{1/2} \log x^{1/2}/\varphi(D)) \) provided that \( 2(QD)^d = x \leq 2(\log x)^{R_0+3-\delta} \).

This completes the proof of Lemma 3.

3. We next prove some results concerning the possible solution of certain equations in integers and prime numbers.

**Lemma 4.** Let \( \sigma \) be a real number, \( \sigma \geq 2 \). Let \( d_1 < d_2 < \ldots < d_k \) denote those (squarefree) integers \( d \), not exceeding \( x \), for which the equation

\[
p + 1 = d(q+1)
\]

is solvable with primes \( p \) and \( q \) not exceeding \( x \), \( p+1 \) squarefree.
Then there are positive absolute constants \( c_4 \) and \( c_5 \) so that
\[
\sum_{1 \leq i \leq \lambda} \frac{1}{d_i} \geq c_4 \log x \quad (x \geq c_5).
\]

**Proof.** Except for the condition that \( p + 1 \) be squarefree this lemma is established in the author's paper [5]. It is straightforward to modify the proof which is given there in order to add this extra condition.

**Lemma 5.** Let \( x \geq 2 \). Let \( m_1 < m_2 < \ldots < m_\lambda \) be a sequence of squarefree integers not exceeding \( x \). Let \( q_1 < q_2 < \ldots < q_\lambda \) be a sequence of primes not exceeding \( x \). Suppose that there are no solutions to the equation \( m_\lambda = m_\lambda \lambda \) where the integer \( \lambda \) is composed entirely of the primes \( q_i \).

Let
\[
S = \sum_{i=1}^{\lambda} \frac{1}{q_i}.
\]

Then there is an absolute constant \( c_6 \) so that
\[
S^{1/2} \sum_{r=1}^{x} \frac{1}{m_r} \leq c_6 \log x \quad (x \geq 2).
\]

**Remark.** This lemma implicitly forms the fundament of Behrend's treatment of primitive sequences of integers [2], and Erdös' treatment of certain distributional problems concerning additive functions [6], see also Erdös and Wintner [7].

**Proof.** For each positive integer \( n \) not exceeding \( x \) let \( a(n) \) denote the number of divisors of \( n \) which can be found amongst the \( m_i \). Clearly
\[
A = \sum_{n \leq x} a(n) = \sum_{x < m_i} \left[ \frac{x}{m_i} \right] \geq \sum_{x < m_i} \frac{1}{m_i} - \frac{x}{x}.
\]

We shall now obtain an upper bound for the sum \( A \).

Let \( g \) denote a positive real number. Consider those \( n \) which are divisible by at most \( g \) of the primes \( q_i \). Then
\[
a(n) = 2^g \sum_{d_i \leq n} \mu^2(d_i)
\]

where \( d_i \) denotes that the divisor \( d_i \) has no prime factor \( q_i \). The contribution towards \( A \) that arises from these integers \( n \) therefore does not exceed
\[
2^g \sum_{d_i \leq n} \mu^2(d_i) \leq 2^{g+1} \prod_{p \leq x} (1 + 1/p) \leq c_6 \alpha \log x 2^g e^{-g}.
\]

If now \( n \) is an integer which has more than \( g \) prime factors \( q_i \) then we can write \( n = n_1 n_2 \), where no \( q_i \) divides \( n_1 \). Each divisor \( d \) of \( w \) has a corresponding decomposition \( d = d_1 d_2 \). Consider those divisors \( d \) with a particular (temporarily fixed) value of \( d_1 \). Clearly we cannot have \( d_1 \) \( d'_1 \) for any two divisors \( d \), \( d' \) (taken from amongst the \( m_i \)) otherwise
\[
d' = \lambda d,
\]

crushing a hypothesis of the lemma.

Let \( \lambda_1 , \ldots , \lambda_g \) denote the prime divisors of the (squarefree) integer \( \lambda \).

Then to each divisor \( d_1 \) of \( n_i \) there corresponds a set of suffices, no one of which sets is contained in another. By a theorem of Sperner [15] any such collection can contain at most
\[
\binom{x}{\frac{x}{g}}
\]

members. Here the symbol denotes the appropriate binomial coefficient.

From Stirling's approximation this expression does not exceed \( O(2^x e^{-x}) \) so that
\[
a(n) \leq \frac{c_6 2^g}{V} 2^x e^{-x} e^{-k}
\]

where \( v(n) \) denotes the total number of distinct prime divisors of the integer \( n \). Hence these integers \( n \) contribute towards the sum \( A \) at most
\[
\frac{c_6}{V} \sum_{x < 2} v(n) \leq \frac{c_6 \alpha \log x}{V}.
\]

Altogether therefore
\[
\sum_{x < 2} \frac{1}{m_i} \leq \log x \left( \frac{c_6}{V} + \frac{c_6 2^g e^{-g} + \frac{1}{V}}{2^g e^{-g}} \right) \quad (x \geq 2).
\]

Choosing \( g = \max(S, 1) \) we complete the proof of Lemma 5.

For \( x \geq 2 \) define
\[
E(x) = \max_{p \leq x} [f(p + 1)]
\]

Let the sequence \( m_1 < \ldots < m_\lambda \) in Lemma 5 be the integers \( d_i \) of Lemma 4.

Let the primes \( q_1 < \ldots < q_\lambda \) in Lemma 5 be those primes \( q \) for which
\[
f(q) = 2E(x).
\]

Then any equation \( m_\lambda = m_\lambda \lambda \) with \( q_i \) dividing \( \lambda \) (say), would lead to the contradiction
\[
2E(x) \geq f(m_\lambda) - f(m_\lambda) \geq f(q) > 2E(x).
\]
From the results of Lemmas 4 and 5 we deduce that
\[ \sum_{q < \infty, q} \frac{1}{q} \leq \left( \frac{c_1}{c_2} \right)^2 < \infty. \]

Arguing similarly with those primes \( q \) for which \( \log x \leq -2 \) leads to the result:

**Lemma 6.** For a certain absolute constant \( c_3 \),
\[ \sum_{q < q_0} \frac{1}{q} \leq c_3 \quad (x \gg 2). \]

**Lemma 7.** Let \( a \) and \( \epsilon \) be positive real numbers, \( 0 < a < 1, \epsilon > 0 \). Then there is a further positive real number \( \beta, 0 < \beta < 1 \), such that if \( x \) exceeds a certain value depending upon \( a \) and \( \epsilon \), then for some number \( 1 \geq \epsilon \) we have
\[ \sum_{q \leq \epsilon \log x} \frac{1}{q} \leq 1 \quad (x \gg 2). \]

**Proof.** Let \( M \) be a positive integer. From Lemma 3
\[ \sum_{m=1}^{M} \sum_{s=1}^{x} \sum_{q < \epsilon \log x} \frac{1}{q} \leq \sum_{s=1}^{x} \frac{1}{q} \leq c_4, \]
where ' indicates that summation is restricted to those primes for which \( |\log q| > 2 \log x \). We choose a fixed value of \( M > c_4/\epsilon \), and set \( \beta = a^M \). Then at least one of the innermost sums with \( y = \log x \) does what is required.

Our last preliminary result concerns a form of the Selberg sieve. The result which we need can be proved along any of the standard lines, and is of the type known as a 'fundamental lemma'. (See Kubilius [12], Chapter one, and Barban [13].)

**Lemma 8.** Let \( a_1 < a_2 < \ldots < a_r \) denote a sequence of positive integers. Let \( q_1 < q_2 < \ldots < q_r \) denote a sequence of primes not exceeding the number \( r \). Denote their product by \( Q \). Let \( g(d) \) be multiplicative on the divisors of \( Q \) and satisfy \( 0 \leq g(p) < 1 \) and
\[ \sum_{q \geq 2, q \leq r} \frac{g(p)}{1 - g(p)} = 0 \left( \frac{1}{\log x} \right) \]
uniformly for all \( x \gg 2 \). Let \( X \) be a real number, and define
\[ \sum_{d \parallel \mathfrak{A} \mod \ell} 1 = g(d)X + R(x, d) \quad (d \mid Q). \]

Let \( I(k, Q) \) denote the number of members of the sequence of \( a_i \), which are prime to \( Q \), that is to say, not divisible by any of the \( q_i \). Let \( x \) be a further real number \( x \gg r \).

Then there are positive absolute constants \( c_4 \) and \( c_5 \) so that
\[ I(k, Q) = \left( 1 + c_5 c_x \exp \left( -c_5 \frac{\log x}{\log y} \right) \right) \frac{x}{(1 - \log y)^2} \prod_{i=1}^{n} \left( \prod_{q \mid \ell} \left( 1 - g(q) \right) \right) + \]
\[ + c_5 c_6 \sum_{d \mid Q} 4^{\omega(d)} \prod_{q \mid d} \left( 1 - g(q) \right)^{-2} |R(x, d)|, \]
where \( |\theta_j| \leq 1 \) (\( j = 1, 2 \)).

**4. Proof of the theorem.** Let \( a, 0 < a < 1 \), be a real number, to be chosen presently. Let \( x \gg 2 \) and \( \epsilon \) be further real numbers, and let \( y \) be a number determined by Lemma 7. Let \( D \) be an integer which satisfies \( D \leq y^{2a} \).

Our first step is to estimate the number of solutions to the equation
\[ \mathfrak{A} = -1 \mod \ell, \]
\[ \mathfrak{A} \text{ prime } y^a < \mathfrak{A} < y, \quad g(p) = g(p^{1 \cdot D} - 1) \leq (\log y)^{3} \quad \text{or} \quad \mathfrak{A} > y^a. \]

Here (and in what follows) \( p \) and \( q \) will be generic symbols for prime numbers.

We apply Lemma 8 taking the \( a_i \) to be those primes not exceeding \( y \) for which \( p = 1 \mod \ell \). Set
\[ x = \frac{1}{\phi(D)} \pi(y, D, -1), \quad g(d) = \frac{1}{\phi(d)}, \]
and let \( Q \) be the product of all primes \( l \) in the range \( (\log y)^{2a} \leq l \leq y^a \). Then
\[ I(k, Q) = \left( 1 + c_5 c_x \exp \left( -c_5 \frac{\log x}{\log y} \right) \right) \frac{x}{(1 - \log y)^2} \prod_{i=1}^{n} \left( \prod_{q \mid \ell} \left( 1 - g(q) \right) \right) + \]
\[ + c_5 c_6 \sum_{d \mid Q} 4^{\omega(d)} \prod_{q \mid d} \left( 1 - g(q) \right)^{-2} |R(x, d)|, \]
where
\[ |R| \leq c_5 \sum_{d \mid Q} 4^{\omega(d)} \prod_{q \mid d} \left( 1 - \frac{1}{\phi(q)} \right)^{-2} |R(x, d)|. \]
By means of an application of the Cauchy–Schwarz inequality this error term is seen not to exceed

\[
\alpha \left( \sum_{d \in Q, d \neq 0} |R(x, d)|^{2} \right) \left( \sum_{d \in Q, d \neq 0} \varphi(d) \right)^{\frac{1}{2}}.
\]

The first sum in curly brackets does not exceed

\[
\prod_{p < \sqrt{x}} \left( 1 + \frac{8}{l-1} \left( 1 - \frac{1}{l-1} \right) \right) \ll (\log x)^{A}.
\]

As for the second, if \( \varepsilon \) is sufficiently small, say \( \varepsilon \ll y^{\frac{1}{24}} \), then by the Brun–Titchmarsh theorem (Prachar [14], Satz 4.1, p. 44),

\[
\varphi(d) R(x, d) \ll \frac{y}{(\varphi(D) \log y)^{1/a}} + Dy^{a}.
\]

Applying Lemma 3 with \( A = 5, B = 14 \), the second sum in curly brackets is therefore

\[
\ll \frac{y (\log y)^{1-a}}{\varphi(D) \log y},
\]

provided that \( 2(\varepsilon D)^{a} \ll y (\log y)^{1-a} \).

We set \( A = 28 \), so that \( R \ll y (\varphi(D) \log y)^{-1} \).

As for the main term, it will be as large as

\[
\frac{\log \log y}{2 \log y} \pi(y, D, -1) \quad (y \geq y_{0}),
\]

provided that \( \log x = C \log y \), and \( C \) is chosen so large (but fixed) that \( C \exp(-C) \ll \frac{1}{2} \). The number \( y_{0} \) may depend upon \( a \), but not \( D \). In order to satisfy all of our conditions upon \( \varepsilon \) and \( D \) it will be enough that \( D \ll y^{\frac{1}{2}} \) and \( 40Ca < 1 \).

Let us assume for the moment that \( D \ll y^{\frac{1}{2}} \), where \( c \ll 1/8 \) and is a sufficiently small positive constant so that the result of Lemma 1 applies with an \( \varepsilon \ll \frac{1}{2} \). Let us assume further that \( D \) is not a multiple of the (possible) exceptional modulus \( D_{x} \). Then the number of solutions to the equation (11) is at least

\[
y \log \log y
\]

provided only that \( y \geq y_{0}(a) \).

We can write the solutions of equation (11) in the form

\[
p + 1 = Dmr
\]

where if \( q|r \) then \( q > y^{a} \), whilst \( m \) is made up of the primes \( q \) not exceeding \( (\log y)^{a} \). Let us show that there are few solutions where \( r \) is divisible by the square of a prime. In fact their number does not exceed

\[
\sum_{q | r} \sum_{q | y^{1-a}} \frac{1}{q D_{q}^{2}} \ll \frac{2y}{D} \quad (y \geq 1),
\]

and for a fixed \( a > 0 \) and large values of \( y \), this last expression is much smaller than that in (12).

Consider next the solutions where \( r \) is divisible by a prime \( q \) for which \( D_{q} > y^{1-a} \). Let

\[
p + 1 = Dmq_{r}
\]

say. Here any prime divisor \( l \) of \( r_{0} \) would satisfy \( l > y^{a} \), so that for all values \( y \geq 1 \)

\[
2y \gg p + 1 > my^{1-(a(b))} y^{a} \gg y^{1+(a(b))},
\]

which is impossible. Therefore \( r_{0} = 1 \). We note that if \( a \) is sufficiently small, \( D_{q} > y^{18} \), so that \( D_{m} \leq 2y^{a}/D_{q} \leq 2D^{18} \leq 2y^{18} \).

For a fixed value of \( D_{m} \), the number of solutions to the equation

\[
p + 1 = Dmq \quad (p, q \leq y)
\]

is at most

\[
y \log \log y \quad \frac{\alpha}{\varphi(D) \log^{2} y} \quad (\alpha \text{ absolute, } y \geq y_{0}).
\]

The number of solutions to (14) (and (13)) with \( q \) free to vary over the primes \( a \geq D^{-1} y^{1-(a(b))} \) is therefore

\[
\leq \frac{y}{\varphi(D) \log^{2} y} \sum_{m \leq \log y} \frac{1}{\varphi(m)} \leq \frac{\alpha y \log \log y}{\varphi(D) \log^{2} y}.
\]

If \( a \) is sufficiently small this will not exceed one thirteenth of the amount (12). We consider \( a \) now to be so chosen.

After removing these, so-to-speak, unwanted solutions, we are left with at least

\[
\frac{1}{4a} \frac{y \log \log y}{\varphi(D) (\log y)^{a}}
\]

solutions to the equation (11), now with certain additional restrictions.

Our next step is to remove solutions to (13) for which some \( q_{i} \) divides \( (p + 1), y^{a} < q_{i} \leq y^{1-(a(b))} D^{-1} \), where \( q_{i} \) is defined as in Lemmas 6, 7.
We need an upper bound for the number $N$ of solutions to the equation

$$p + 1 = Dq_i; \quad p < y, \quad Dq_i < y^{1 - (\alpha_0)}$$

where $q$ is a prime dividing $r$, then $q < (\log y)^{2a}$, or $q > y^a$.

Let $\alpha_0$ be a positive number, $0 < \alpha_0 < a$. The number $N$ does not exceed the number $N'_1$ of solutions to the equation (15) where the condition on $q$ is weakened to $q > y^a$. We estimate $N'_1$ by Selberg's sieve method. We apply Lemma 8 with the $a_i$ chosen to be the integers $n+1$ in the range $y^{2a} < n < y$, which satisfy

$$n + 1 \equiv 0 \pmod{q_i}, \quad \text{if } q_i < y^{2a}; \quad q_i^{q_i(q_i,D)}; \quad (n+1)D^{-1}q_i^{q_i(q_i,D)} \equiv 0 \pmod{q_i}, \quad \text{if } \frac{(\log y)^{2a}}{q_i} < q < y^{2a}.$$  

In this case $X = y/Dq_i$ and

$$pg(p) = \begin{cases} 2 & \text{if } (\log y)^{2a} < q < y^{2a}, \quad q_i^{q_i(q_i,D)}; \\ 1 & \text{if } (\log y)^{2a} < q < y^{2a}, \quad q_i^{q_i(q_i,D)}, \quad \text{or } q < (\log y)^{2a}. \end{cases}$$

For each $d \mid Q$, where now $Q = \prod q_i, \quad 2 < q < y^{2a}$, we have

$$R(X, d) \leq \left(\frac{y}{Dq_i} + 1\right) \frac{y}{d}$$

so that

$$\sum_{d \geq \delta} g^*(a) \prod_{p \leq D} (1 - g(p))^{-1} |R(x, d)| \leq \sum_{d \geq \delta} 24^a \left(\frac{y}{Dq_i} + 1\right)$$

$$\leq \frac{y(\log y)^{3a}}{Dq_i} + y^{y^2} < y^{(\log y)^{3a}} \frac{y_i}{q_i\varphi(D)}$$

provided that $\alpha_0$ is sufficiently small, but fixed. Hence

$$N \leq y^{\alpha_0} + N_1$$

$$\leq y^{\alpha_0} + \frac{y(\log y)^{3a}}{q_i\varphi(D)} \left[ \prod_{q_i \leq \delta} \left(1 - \frac{1}{q_i}\right) \prod_{q_i \leq \delta} \left(1 - \frac{1}{q_i^{\varphi(q)}} \right) \prod_{q_i \leq \delta} \left(1 - \frac{1}{q_i}\right)^{-1} \right] \frac{y}{Dq_i}$$

$$\leq y^{\alpha_0} + \frac{y(\log y)^{3a}}{q_i\varphi(D)} + \frac{y(\log y)^{3a}}{Dq_i(\log y)^{q_i}} \frac{y}{q_i\varphi(D)} \leq G y(\log y)^{3a} \frac{y}{q_i\varphi(D)} \frac{y}{(\log y)^{q_i}}$$

for a certain constant $G$ which depends upon $a_0$ only. Choosing for $a_0$ the fixed value $a/12$, we see that for all absolutely large values of $y$:

$$y^{\alpha_0} < \frac{y}{q_i D(\log y)^{q_i}}.$$
If $Dq^m > y^{1-\delta}$ then $y^{11} q^m > y^{13}$ and
$$w > \frac{\log y}{4 \log q} \geq \frac{\log y}{4A \log \log y} = w_q,$$
say. The contribution towards $S$ which arises from the corresponding prime powers $q^m$ is at most
$$\sum_{m > m_0} \log q^m - \frac{2y}{Dq^m} \leq \frac{2y}{D} - \frac{m_0}{n} \leq \frac{y (\log y)^{-1}}{\varphi(D)}.$$
Thus for all $y > 2$, and a suitable constant $H$,
$$\sum_{p+1 \leq m \leq y \varphi(p)^2} \eta(m) \leq \frac{2H y \log \log y}{\varphi(D) \log^2 y \log \log y}.$$
It follows that if we set $A = 28$ and replace $5a$ in (16) by $10a$, then we may assert that $m$ satisfies
$$m = \exp(m) \leq (\log y)^{20A}.$$
Here $20aH$ is an absolute constant.

Define the function
$$A(m) = \sum_{q | m} \frac{1}{q}.$$
An argument similar to that given above shows that for a certain absolute constant $J$,
$$\sum_{p+1 \leq m \leq y \varphi(p)^2} A(m) \leq J \frac{y \log \log y}{\varphi(D) \log^2 y} (y \gg y_0),$$
so that replacing the (now) $10a$ in (16) by $20a$ we can add the further condition that
$$A(m) \leq 40aH.$$
We summarise what we have proved so far in two results.

Let $g_q$ be a prime divisor of the exceptional modulus $D_q$. Let $D$ be an integer not exceeding $x^2$, and which is not divisible by $g_q$. Then $D$ is non-exceptional. If every prime divisor $q$ of $D$ satisfies $q > (\log y)^{12}$ we have
$$f(D) = f(p + 1) - f(m) - f(r)$$
since $(D, m) = 1$. Here $m \leq (\log y)^{20A}$ and $r$ is squarefree, consisting of at most $x^{-1}$ distinct prime factors $q$, for each of which $|f(q)| \leq 2E(x)$.

Hence
(17) \hspace{1cm} |f(D)| \leq M (|\log x|^{20A}) + (2/a) E(x) \hspace{1cm} \text{Suppose now that $D$ is still non-exceptional, but does have prime factors} \hspace{1cm} q \leq (\log y)^{12} \hspace{1cm} \text{Consider a solution to (16). Write} \hspace{1cm} D = D_1D_2, \hspace{1cm} \text{where} \hspace{1cm} D_1 \hspace{1cm} \text{is prime to} \hspace{1cm} m, \hspace{1cm} \text{and} \hspace{1cm} D_2 \hspace{1cm} \text{is made up from those primes which appear in $m$, but possibly with exponents different to those in $m$. Define} \hspace{1cm} m = m_1m_2 \hspace{1cm} \text{where} \hspace{1cm} m_1 \hspace{1cm} \text{is made up of primes which appear in $D_1$, and} \hspace{1cm} m_2 \hspace{1cm} \text{is prime to} \hspace{1cm} m_1. \hspace{1cm} \text{Then we have} \hspace{1cm} (18) \hspace{1cm} f(D_1) = f(p + 1) - f(D_2m_1) - f(m_2) - f(r). \hspace{1cm} \text{Everything now goes as before, save for the introduction of the integer} \hspace{1cm} D_2m_1. \hspace{1cm} \text{Let us call this integer} \hspace{1cm} D_3. \hspace{1cm} \text{It satisfies} \hspace{1cm} D_3 \leq (\log y)^{20A}, \hspace{1cm} \text{and moreover} \hspace{1cm} A(D_3) \leq A(m) \leq 40aJ. \hspace{1cm} \text{We notice also that} \hspace{1cm} D_3 \hspace{1cm} \text{is non-exceptional, since} \hspace{1cm} \text{it is not a multiple of} \hspace{1cm} g_q. \hspace{1cm} \text{5. Non-exceptional moduli with} \hspace{1cm} \varphi(D) \hspace{1cm} \text{bounded. Let} \hspace{1cm} N \hspace{1cm} \text{be an integer,} \hspace{1cm} N \leq x^2, \hspace{1cm} \text{which is not divisible by} \hspace{1cm} g_q, \hspace{1cm} \text{and so is non-exceptional in the sense of Lemma 1, assuming for the moment that} \hspace{1cm} \epsilon \hspace{1cm} \text{is chosen,} \hspace{1cm} 0 < \epsilon < 1. \hspace{1cm} \text{Here} \hspace{1cm} \delta \hspace{1cm} \text{may need to be sufficiently small. Let} \hspace{1cm} g \hspace{1cm} \text{be a prime divisor of} \hspace{1cm} N. \hspace{1cm} \text{Then if we strengthen the condition upon the size of} \hspace{1cm} N \hspace{1cm} \text{to} \hspace{1cm} N \leq x^{\delta} \hspace{1cm} \text{we shall have} \hspace{1cm} gN \leq N^2 \leq x^\delta \hspace{1cm} \text{and} \hspace{1cm} gN \hspace{1cm} \text{will also be non-exceptional.} \hspace{1cm} \text{Let} \hspace{1cm} A(N) \leq 40aJ. \hspace{1cm} \text{We apply Lemma 6, with} \hspace{1cm} g \hspace{1cm} \text{running through the primes not exceeding} \hspace{1cm} x \hspace{1cm} \text{which satisfy} \hspace{1cm} p \equiv -1 \pmod{D}. \hspace{1cm} \text{Let} \hspace{1cm} Q \hspace{1cm} \text{be the product of the distinct prime divisors of} \hspace{1cm} N. \hspace{1cm} \text{We set} \hspace{1cm} X = x^2 \varphi(N) \log x^{-1} \hspace{1cm} \text{and} \hspace{1cm} g \hspace{1cm} (q) = q^{-1} \hspace{1cm} \text{for each prime} \hspace{1cm} q \hspace{1cm} \text{which divides} \hspace{1cm} N. \hspace{1cm} \text{Then the number} \hspace{1cm} N_s \hspace{1cm} \text{of solutions to the equation} \hspace{1cm} \frac{p - 1}{D} = t, \hspace{1cm} \frac{(D, t)}{1} = 1, \hspace{1cm} p \leq x, \hspace{1cm} \text{is at least} \hspace{1cm} \left| 1 - c_1 \exp \left( -c_1 \frac{4D}{\varphi(D)} \log x \right) \frac{x - 1}{\varphi(D) \log x} \prod_{q | D} \left( 1 - \frac{1}{q} \right) - \text{error term} R \right|,$$
so that
$$|R| \leq \sum_{\substack{q | D \text{ even} \\ q \leq x}} \sum_{d | q} \frac{q^\epsilon}{d} \log x \prod_{q | D} \left( 1 - \frac{1}{q} \right) - \frac{x}{\varphi(N) \log x} \prod_{q | D} \left( 1 - \frac{1}{q} \right) \frac{1}{q}$$. 

We set \( r = N \), and then \( z = N^\mu \), where \( \mu \) is chosen so large, but fixed, that \( c_3 \exp(-c_4 \mu) < \frac{1}{2} \). With this value \( z^2 = N^{2\mu} \leq \alpha^m \) and if \( \epsilon \) is chosen sufficiently small (here we make use of the fact that \( d(N) \) is absolutely bounded), then

\[
N \geq c_4 \frac{\omega}{\varphi(N) \log x} \left[ \exp\left(-A(N)\right) - \frac{c_5}{c_4} \exp\left\{ A d(N) \right\} \right] \geq \frac{c_6 \omega}{\varphi(N) \log x},
\]

with a certain positive absolute constant \( c_6 \) \((\omega \geq \omega_0)\).

In a manner exactly similar to the treatment of equation (11) we prove that there exist many solutions to the equation

\[
p + 1 = N m M; \quad (N, m M) = 1,
\]

where the prime divisors \( q \) of \( m \) satisfy \( q \leq (\log x)^{a_1} \), and \( m \leq (\log x)^{a_2} \) for a certain absolute constant \( L \). Moreover, every prime divisor of \( M \) exceeds \( (\log x)^{a_3} \). Hence

\[
f(N) = f(p + 1) - f(m) - f(M)
\]

so that

\[
|f(N)| \leq E(x) + M \left( (\log x)^L \right) + M \left( (\log x)^{a_3} \right) + \left( \frac{2}{a} + 1 \right) E(x),
\]

since \( M \) falls within the scope of inequality (17).

Making use of this last inequality in (19) with \( N = D \), we see that provided \( \epsilon \) is chosen sufficiently small, and \( D \leq \omega_0^{a_1} \), then

\[
|f(D)| \leq \left( \frac{4}{\alpha} + 4 \right) E(x) + M \left( (\log x)^L \right) \quad (\omega \geq \omega_0),
\]

where \( K = \max(L, 20 a H) \).

6. Completion of the proof. Let \( \gamma = \delta/(3 \epsilon) \), where \( \epsilon \) is the constant which appears in Lemma 2, assumed, without loss of generality, to satisfy \( \epsilon \geq 1 \). Let \( t = q_0^a \) be a power of the exceptional prime \( q_0 \). Then by Lemma 2 there is a prime \( p \), not exceeding \( \omega^a \), so that

\[
p + 1 = t D \quad (q_0^{a} \nmid D).
\]

Here the integer \( D \) is one to which inequality (19) will apply, and so \( |f(t)| \) will satisfy an inequality exactly similar to (19), save that the coefficient of \( E(x) \) is increased to \( (4\omega^{-1} + 5) \).

Finally, let \( D \) be any integer not exceeding \( \omega^a \). Write \( D = q_0^a D' \), where \( q_0^{a} \nmid D' \). Then from (19) and (20)

\[
|f(D)| \leq |f(q_0^a)| + |f(D')| \leq \left( \frac{4}{\alpha} + 9 \right) E(x) + 2 M \left( (\log x)^K \right) \quad (\omega \geq \omega_0).
\]

We replace \( x \) by \( x^\nu \) and have then proved the theorem for all sufficiently (absolutely) large values of \( x \) with

\[
A = \left( \frac{8}{\alpha} + 9 \right), \quad B = \max\left( \frac{1}{\nu}, K + 1 \right).
\]
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