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1. Introduction. A number of authors have investigated the problem of estimating the sum

$$
\sum_{\substack{1 \leq \ell \leq x \\
(n, \ell) = 1}} \frac{1}{\ell}
$$

for certain types of integer-valued arithmetic functions $f$. If the arithmetic properties of $n$ and $f(n)$ are more or less unrelated, probabilistic arguments lead one to expect that the sum in (1) is asymptotic to $6\pi^2/n^2$, and some results in this direction have been obtained, in particular by Watson [15], Erdős and Lovelace [2] and Hall [6], [7], [8]. There is marked contrast between Hall's result for certain strongly additive functions, later improved in some cases by Fichten [4], and the result to be derived in this paper for a related class of multiplicative functions. In [6] and [8] Hall considered the strongly additive function given by

$$
f(n) = \sum_{p \mid n} p,
$$

and in [7] he investigated a class of functions that includes functions of the type

$$
f(n) = \sum_{p \mid n} g(p),
$$

where $g$ is a polynomial with integer coefficients satisfying some further conditions. Taking $g(n) = n$ in (3) gives (2), and in both cases the sum (1) is asymptotic to $6\pi^2/n^2$; in fact a very much more precise result was obtained for (2), using a combination of elementary and analytical argu-
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ments, by Hall in [8] and for (3), using a different approach, by Fainleib in [4].

Multiplicative functions $f$ present a rather different problem, for here the arithmetic properties of $f(n)$ are dependent on those of $n$. In 1948, Erdős [1] considered Euler's $\varphi$-function and he proved that

$$\sum_{\substack{n \leq x \atop (n, n-1)=1}} 1 \sim \frac{e^{-\gamma} x}{\log \log x};$$

this result is of special interest since the property $(n, \varphi(n)) = 1$ is a necessary and sufficient condition for there to be only one group of order $n$. The purpose of this paper is to obtain the corresponding result for polynomial-like, multiplicative functions; if there exist polynomials $W_f(x) (j = 1, 2, \ldots)$ with integer coefficients such that for all primes $p$

$$f(p^j) = W_f(p) \quad (j = 1, 2, \ldots),$$

then $f$ is said to be polynomial-like. For example, the function $\varphi$ and the divisor functions

$$\tau(n) = \sum_{d|n} 1, \quad \sigma_\nu(n) = \sum_{d|n} d^\nu \quad (\nu \text{ a positive integer})$$

satisfy this condition, whilst the function in (3) is a strongly additive polynomial-like function.

Our objective is to obtain an asymptotic formula for the sum (1) when $f$ is a multiplicative polynomial-like function. We shall assume that the polynomial $W_f$ of (5) satisfies two further conditions: that the degree $k$ of $W_f$ is positive, and that $W_f(0) \neq 0$. It is easy to see that, if we drop this latter condition, the sum (1) is rather small. For if $W_f(0) = 0$, $(p, f(p)) = p$ for all primes $p$, and hence using the multiplicative property of $f$, we have that $(n, f(n)) = 1$ implies that $n$ is squarefull (that is, $p^4|n$ whenever $p|n$); hence

$$\sum_{\substack{n \leq x \atop (n, n-1)=1}} 1 \leq \sum_{\substack{n \leq x \atop \text{squarefull}}} 1 = O(x^{1/2})$$

by a result of Erdős and Szekeres [3] (see (25) below). In Theorem 3 in § 5, we consider the case when $W_f(0)$ is a non-zero constant.

We now state the main result of this paper:

**Theorem 1.** Let $f$ be a polynomial-like multiplicative function such that $W_f$ has positive degree and $W_f(0) \neq 0$. Then there exists a positive constant $C$ such that, as $x \to \infty$,

$$\sum_{\substack{n \leq x \atop (n, f(n))=1}} \frac{1}{\log \log x} \sim \frac{C_x}{\log \log x},$$

where $\lambda (0 < \lambda \leq 1, \lambda \text{ rational})$ is the constant of Theorem 2 below applied to the polynomial $W_f$.

The structure of $C$ will emerge from the proof (see (34)), and for certain subclasses of polynomial-like multiplicative functions we shall obtain a simple expression for it in terms of the positive constant $C_j$ of (9) below. When $f = \varphi$, we see from (4) that $C = e^{-\gamma}$, $\lambda = 1$, and this is also true, as we shall see in Corollaries 2 and 3 in § 5, for all functions in a certain subclass, containing $\varphi$ and $\sigma$ for odd $\nu$, of the functions considered here.

The proof of Theorem 1 is based on Erdős's proof in [1] of (4), but in our rather general situation it is somewhat more complicated, although remaining elementary in character. We divide it into several parts. The preliminary lemmas that we need are contained in § 3; in § 4, we prove Theorem 1, and in § 5 we investigate some special cases, some of which have been referred to above, and in particular we consider the divisor functions.

In § 2, we shall prove Theorem 2 (stated below); the proof of this theorem in the general case is due to Professor A. Schinzel, and the author is very grateful to him for supplying a proof of this result (when previously (7) below had been assumed as an additional condition on $W_f$ in Theorem 1) and for permission to include his proof in this paper. Let $W$ be a non-constant polynomial with integer coefficients, and denote by $\varphi(p)$ the number of solutions of the congruence

$$W(a) = 0 (\text{mod} p),$$

where $p$ is prime; let $\mathcal{S}$ denote the set of all primes $p$ for which $\varphi(p) > 0$. Then we have

**Theorem 2** (due to A. Schinzel). For any non-constant polynomial $W$ with integer coefficients, there exist constants $\lambda (0 < \lambda < 1)$ and $D$ such that

$$\sum_{p \in \mathcal{S}} \frac{1}{p \log \log p + D + O((\log \log p)^{-1})}. $$

Let $n$ be the number of elements in the Galois Group $\mathcal{G}$ of the splitting field of $W$ over the field $\mathcal{O}$ of rational numbers, and suppose that exactly $t$ of these elements leave at least one zero of $W$ fixed; then

$$\lambda = t/n.$$
[12], [13] by Schulse in which it is shown that the natural density of \( F \) in the set of all primes is \( \lambda \), where \( \lambda \) is given by (8).

With the notation of Theorem 2, it very readily follows that

**Corollary.** There exists a positive constant \( C_1 \) such that

\[
\prod_{p \leq x} (1 - p^{-1}) = C_1[1 + O((\log x)^{-1})]
\]

(9)

Finally, I wish to thank Professor W. Narkiewicz for first drawing my attention to the problem discussed in this paper, and for a number of helpful and encouraging discussions whilst I was working in Wroclaw.

2. **Schinzel's proof of Theorem 2.** We use the notation introduced in §1 and some well known lemmas in conjunction with the notation and lemmas employed in Chapter 16 of [11] in the proof of Theorem 16.5 (due to Frobenius).

Let \( K \) denote a number field of degree \( n \) and \( \mathfrak{g} \) the Galois Group of \( K \) over \( \mathbb{Q} \). For any polynomial \( F \) over \( \mathbb{Q} \), let \( \varphi_{F}(p) \) (or simply \( \varphi(p) \) when there is no risk of ambiguity) denote the number of integer solutions of

\[
F(x) \equiv 0 \pmod{p},
\]

where \( p \) is a prime; when required, we may take \( F \) to have integer coefficients without altering \( \varphi(p) \) except for a finite number of primes \( p \).

**Lemma 1.** If \( p \) runs over the prime ideals of \( K \), then

\[
\sum_{p \notdivides \mathfrak{a}} \frac{\log \mathcal{N}p}{\mathcal{N}p} = \log \mathfrak{a} + O(1).
\]

**Lemma 2.** If \( F \) is irreducible over \( \mathbb{Q} \), then

\[
\sum_{p \notdivides \mathfrak{a}} \varphi_F(p) \frac{\log p}{p} = \log \mathfrak{a} + O(1).
\]

These lemmas are well known. Lemma 1 can be deduced by partial summation from the Prime Ideal Theorem, as given for example in Sätze 190, 191, of [9], or can be deduced directly and straightforwardly from the result

\[
\sum_{\mathfrak{a} \notdivides \mathfrak{a}} 1 = \varphi(1) + O(x^{-1/n}) \quad (g \neq 0)
\]

(p. 712 of [16]). Lemma 2 can be deduced from Lemma 1 with \( K = \mathbb{Q}(\theta) \), where \( \theta \) is a zero of \( F \); for \( \mathcal{N}p = p \) for \( \varphi(p) \) prime ideals \( p \), and otherwise \( \mathcal{N}p = p' \) for at most \( n \) prime ideals \( p \), where \( 2 \leq f \leq n \).

**Lemma 3.** Let \( K \) be normal over \( \mathbb{Q} \), and \( \varphi \) be an integer of \( K \) whose different in \( \mathbb{Q}(x) \) over \( \mathbb{Q} \) is prime to \( p \). Let \( \mathfrak{F} \) be the Galois group of \( K \) over \( \mathbb{Q}(x) \), and

\[
\mathfrak{F} = \mathfrak{F}^{(0)} + \mathfrak{F}^{(0)} T_0 + \cdots
\]

(10)

Let \( p \) belong to the class of \( S \mathfrak{F} \), and let \( \varphi(p) = 0 \) be the irreducible equation for \( z \) over \( \mathbb{Q} \). Then \( \varphi(p) \) equals the number of integers \( v \) such that

\[
T_v S T_v^{-1} \in \mathfrak{F}.
\]

This is Theorem 16.4 of [11] for the case \( F = \mathbb{Q} \).

**Lemma 4.** In the notation of Lemma 3, let \( S \mathfrak{F} \) be of order \( m \) and let \( \mathcal{N} \) be the normalizer of \( \{S^{d}\} \). Then

\[
(N:S^{d}) = \frac{n \varphi(m)}{m t_d},
\]

(11)

where \( t \) is the number of elements in the division of \( S \).

See Lemma 16.5.1 of [11]; we recall that the division of \( S \) is the set of all elements of the form

\[
G^{-1} S^{d} G \text{ with } G \in \mathfrak{F} \text{ and } (j,m) = 1.
\]

**Lemma 5.** In the notation of Lemma 4, let \( E \) be the set of primes that belong to the division of \( S \). Then

\[
\sum_{\mathfrak{a} \notdivides \mathfrak{a}} \frac{\log \mathcal{N}p}{\mathcal{N}p} = \frac{t}{n} \log \mathfrak{a} + O(1).
\]

**Proof** (based on the proof of Theorem 16.5 of [11]). We use induction on the order of \( S \). If \( S \) is the identity element, then (11) follows from Lemma 1 since \( p \) has exactly \( n \) prime divisors of degree one in \( K \). Suppose that \( S \) has order \( m > 1 \). Consider the subfield \( L \) of \( K \) fixed by \( \{S^{d}\} \) and let \( L = \mathbb{Q}(x) \) (\( x \) integral). Let \( F(x) = 0 \) be the irreducible equation of \( x \) over \( \mathbb{Q} \), and define \( \varphi_{F}(p) = \varphi(p) \) as in the sentence containing (10); assume that \((x-x^{d}), y = 1 \), which excludes only a finite number of primes \( p \).

By Lemma 3, \( \varphi(p) = 0 \) for any prime \( p \) not belonging to the division of \( S^{d} \) for some \( d \). Suppose now that \( p \) belongs to the division of \( S^{d} \), where \( d \mid m \). By Lemma 3, \( \varphi(p) \) equals the number of integers \( v \) for which

\[
T_v S T_v^{-1} \in \{S^{d}\}, \quad \text{or} \quad S^{d} T_v^{-1} \in \{S^{d}\} T_v.
\]

If \( N_d \) is the normalizer of \( \{S^{d}\} \), we have therefore by Lemma 4,

\[
\varphi(p) = (N_d: S^{d}) = \frac{n \varphi(m|d)}{m t_d}
\]

where \( t_d \) is the number of elements in the division of \( S^{d} \).
Let \( E_d \) denote the set of primes belonging to the division of \( S_d \). We now use Lemma 2, (13) and our induction hypothesis that the result of the lemma is true if \( S \) has order less than \( m \), and we have (since \( t_1 = t \), \( E_1 = E \))

\[
\log x + O(1) = \sum_{p \leq x} \frac{\log p}{p} = \sum_{d|m} \frac{\varphi(m/d)}{m} \sum_{p \leq x, p \mid d} \frac{\log p}{p} \\
= \sum_{d \leq m} \frac{\varphi(m/d)}{m} (\log x + O(1)) + \frac{n}{m} \sum_{p \leq x} \frac{\log p}{p} \\
= \left(1 - \frac{\varphi(m)}{m}\right) (\log x + O(1)) + \frac{n}{m} \sum_{p \leq x} \frac{\log p}{p}
\]

whence

\[
\sum_{p \leq x} \frac{\log p}{p} = \frac{1}{n} \log x + O(1).
\]

This completes the proof of the inductive step, and hence of the lemma.

**Lemma 6.** Let \( F \) be a monic polynomial without multiple roots over \( \mathbb{Q} \) (but \( F \) need not be irreducible). Let \( \mathfrak{S} \) be the Galois group of \( F \) over \( \mathbb{Q} \). Let \( p \) be a prime belonging to the class of \( \mathfrak{S} \) but not dividing the discriminant of \( F \). If \( S \) consists of \( g \) cycles of length \( t_1, \ldots, t_g \), then

\[
F(x) = f_1(x) \cdots f_g(x) \pmod{p}
\]

where \( f_i \) is irreducible \( \pmod{p} \) and of degree \( t_i \) (\( i = 1, \ldots, g \)).


**Proof of Theorem 2.** Our aim is to find an asymptotic formula for the sum

\[
\sum_{p | W(x)} \frac{1}{n} \log x + O(1),
\]

where \( \varphi(p) \) is the number of integer solutions of the congruence

\[
W(x) \equiv 0 \pmod{p},
\]

where \( W \) is an arbitrary non-constant polynomial with integer coefficients. Our sum will only alter by a constant if we replace \( W \) by a suitable polynomial \( F \) satisfying the conditions of Lemma 6. If \( p \) does not divide the discriminant of \( F \), we have by Lemma 6 that \( \varphi(p) > 0 \) if and only if \( p \) belongs to a class whose elements have a cycle of length one. Since all classes in a division decompose into cycles in the same way, the last condition can be stated by saying that \( p \) belongs to a division whose elements have a cycle of length one. If \( m \) is the number of elements in the union of all such divisions and \( n \) is the order of \( \mathfrak{S} \), then by Lemma 5,

\[
\sum_{p | W(x)} \frac{1}{n} \log x + O(1).
\]

On applying partial summation, we deduce that

\[
\sum_{p | W(x)} \frac{1}{n} \log x + D + O((\log x)^{-1}),
\]

where \( D \) is a constant, and the theorem follows.

**3. Preliminary Lemmas.** As in the proof of Theorem 2, let \( \mathfrak{S} \) be the set of primes \( p \) for which \( \varphi(p) > 0 \), where \( \varphi(p) \) is the number of solutions of (13)

\[
W_1(x) = 0 \pmod{p},
\]

and let \( \mathfrak{S}_p \) be the finite set of primes \( p \) such that \( p | W_1(x) \) but (13) has no non-zero solution; thus (13) has a non-zero solution if and only if \( p \notin \mathfrak{S}_p \) and \( \mathfrak{S}_p \) may of course be the empty set \( \emptyset \).

Throughout \( p, q, r \) (with or without suffixes) denote primes, and \( C, C_1, C_2, \ldots, D, D_1, D_2, \ldots \) denote absolute constants (\( > 0 \) except perhaps \( D \)) unless the parameters on which they depend are explicitly indicated, for example by \( C_k(n) \) in Lemma 12.

Let \( 1 > \varepsilon > 0, \delta > 0 \) be arbitrary, and define

\[
y = (\log\log x)^{1-\varepsilon}, \quad z = (\log\log x)^{1+\varepsilon},
\]

\[
u = (\log\log x)^{\varepsilon}, \quad X = x(\log\log x)^{-\delta},
\]

where \( x \) is the constant of Theorems 1 and 2. Assume that \( x \) is sufficiently large for \( p > x \) when \( p | W_1(x) \).

**Lemma 7.** Let \( T(x) \) be the set of all prime powers \( q^j \) such that \( q^j \leq \omega \) but \( |W_j(q)| > y \), and suppose that for an infinite number of \( x \), \( T(x) \neq \emptyset \). Then to each \( \eta > 0 \), there exists \( x_0 \) such that for all \( x > x_0 \) for which \( T(x) \neq \emptyset \), every \( q^j \in T(x) \) satisfies

\[
q^j > \eta^{-2}.
\]

**Proof.** Suppose that the lemma is false. Then there exists \( x_0 > 0 \) such that there are arbitrarily large \( x \) for which \( T(x) \neq \emptyset \) but some \( q^j \in T(x) \) satisfies \( q^j \leq \eta^{-2} \). Then \( j, f \) and therefore \( W_j(q) \) are bounded, so

\[
|W_j(q)| \leq D_1(y_0),
\]
where $D_1(\eta_0)$ is a constant depending on $\eta_0$ but independent of $w$. Choose an $\alpha$ for which $y > D_1(\eta_0)$ and the conditions in the second sentence of the proof are satisfied; then on using (15) we obtain a contradiction, for we have for some $q' \in T(\alpha)$, $|W_{j}(q)| < D_1(\eta_0) < y$ by definition of $T(\alpha)$. 

**Corollary.** Let $T^*(x)$ denote the set of all positive integers $n \leq u$ for which $f(n)$ is non-zero and has a prime divisor exceeding $y$, and suppose that for an infinite number of $x$, $T^*(x) \neq \emptyset$. Then to each $\eta > 0$, there exists $x_0$ such that for all $x > x_0$ for which $T^*(x) \neq \emptyset$, every $n \in T^*(x)$ satisfies $n > n^2$.

**Proof.** If for some prime $p > y$, $p | f(n) \neq 0$, then there exists a prime power $q'$ such that $q' | n$ and $p | f(q') = W_{j}(q) \neq 0$. It follows that to each $n \in T^*(x)$, there corresponds at least one $q' | n$ with $q' \in T(\alpha)$, for $q' \leq n \leq u$ and $|f(n)| \geq |W_{j}(q)| > p > y$.

Thus the result of the lemma is applicable and the corollary follows.

**Lemma 8.** If $p < (\log \log x)^{1-\varepsilon_0}$ and $(p, d) = 1$, then

$$
\sum_{q \equiv a \pmod{p}} \frac{1}{q} > D_2 \frac{\log \log x}{p} \geq (\log \log x)^{6/4},
$$

where $X$ is given by (14).

Since the relation

$$
\sum_{q \equiv a \pmod{p}} 1 = \pi(q; k, h) = \left(1 + o(1)\right) \frac{\nu}{\varphi(k) \log x}
$$

holds uniformly for $k < \log x$ whenever $(k, h) = 1$, this lemma follows in the same way as Lemma 1 of [1].

**Lemma 9.** If $p \in S \setminus S_e$ and $p < (\log \log x)^{1-\varepsilon_0}$, then

$$
\sum_{p \in S} 1 = \sum_{p \in S} \frac{1}{\varphi(p)},
$$

where $\sum'$ signifies that the sum is over squarefree $p$ satisfying the given conditions. 

**Proof.** Let $n$ denote a squarefree integer, so that

$$
f(n) = \prod_{q \mid n} W_{j}(q).
$$

Since $p \not\in S \setminus S_e$, the congruence (13) has a least positive solution $d$ (so $0 < d < p$). If $p | f(n)$, $(p, W_{j}(q)) = 1$ for all $q \mid n$ and hence in particular $q \not\equiv d \pmod{p}$. Thus

$$
\sum_{q \equiv a \pmod{p}} 1 \leq \sum_{q \equiv a \pmod{p}} 1 \leq \sum_{q \equiv a \pmod{p}} 1 \leq X
$$

where $n$ is not restricted to squarefree integers in the final sum and where $X$ is defined in (14). We can apply Brun's sieve to the sum on the right to obtain that it does not exceed

$$
D_3 \frac{1}{d} \prod_{q \not\equiv d \pmod{p}} (1 - \frac{1}{q}) < D_3 \exp\left(-\frac{\log \log x}{d}\right)
$$

by Lemma 8, and the result follows. (For Brun's sieve, see pp. 71–78 of [10] or, for a more general form, Theorem 4 of [5].)

**Lemma 10.** For any prime $p$ with $(p, d) = 1$,

$$
\sum_{q \equiv a \pmod{p}} \frac{1}{q} < D_3 \frac{\log \log x}{p} \leq \log \log x
$$

This is proved in the same way as Lemma 2 of [1], on using the Brun–Titchmarsh inequality in the form quoted there (see Theorem 2 of [14]). Erdős considered the case $d = 1$.

Recall that $q(q)$ denotes the number of roots (if any) of the congruence (13) (with $q$ instead of $p$); when $q(q) = 0$, the roots be $d_i$, $(i = 1, \ldots, q(q))$. It is well known that $q(q) \leq \max(q, k)$, where $k$ is the degree of $W_{j}$.

**Lemma 11.** Let $N_1$ denote the number of squarefree integers $n \leq n$ such that $(n, f(n)) > 1$ and the least prime divisor in $S$ of $n$ (if there is one) exceeds $x$. Then

$$
N_1 = O(\sqrt{\log \log x}).
$$

**Proof.** First we examine the implication of the condition $(n, f(n)) > 1$ for $n$ contributing to $N_1$. Since $n$ is squarefree and $(n, W_{j}(0)) = 1$, on using that $p | W_{j}(0)$ implies that $p \in S$ and $p < y$, we conclude that there exist distinct primes $q_i, r$ dividing $n$ such that $(q_i, W_{j}(0)) > 1$, whence $q_i > 0$ (so $q_i \in S$) and $r = q_{i}(q_i \pmod{p})$ for some $i$, $1 \leq i \leq q_{i}$, where $d_{i} \not\equiv 0$. Moreover since $q_{i} \not\in S$ and $q_{i} | n$, $q_{i} > x$. Also $W_{j}(r) = 0$ for $r | n$, otherwise $r | W_{j}(0)$ contradicting $(n, W_{j}(0)) = 1$, and it is easily seen that

$$
|W_{j}(r)| \leq x^{k} \quad (\forall r \geq 2),
$$

where as usual $\leq$ means the same as the $O$-notation. Hence since $q | W_{j}(r)$,

$$
q \leq |W_{j}(r)| \leq x^{k}.
$$
and so

\[ r \gg q^x \quad \text{where} \quad x = k^{-1}. \]

Using these facts, we see that the number \( N_1 \) of the lemma does not exceed the number of multiples not exceeding \( x \) of \( qr \), where \( q \) and \( r \) satisfy the conditions derived above, whence, since each \( d_i \neq 0 \),

\[
N_1 \leq \sum_{s < q < r} \sum_{q < r} \sum_{r \mid (a, m_d)} \frac{a}{qr} = O \left( \frac{\log q + \log \log x}{q} + q^{-1} \right)
\]

by Lemma 10, where we include the term \( q^{-x} \) to account for an \( r \) satisfying \( g^r \ll r < q \). Since \( e(q) \ll k \) and since by well known arguments

\[
\sum_{s < q < r} \frac{\log q}{q^2} = O \left( \frac{\log x}{x} \right), \quad \sum_{s < q < r} q^{-2} = O(s^{-1}), \quad \sum_{s < q < r} q^{-1-x} = O(s^{-x}),
\]

we have

\[
N_1 = O \left( \frac{\log x + \log \log x}{x} + x^{-1} \right) = O(\alpha/\log \log x^\alpha).
\]

**Definition.** Let \( B_v(m; \omega) \) denote the number of squarefree positive integers \( n \leq \omega \) such that \( (n, m) = 1 \), where \( m \) is independent of \( n \), and such that the least prime divisor in \( \mathcal{O} \) of \( n \) exceeds \( v \).

**Lemma 12.** Let \( m \) be an integer with \( p \leq v \) for all \( p \mid m \). Then

\[
B_v(m; \omega) = C_v(m) \left( 1 + O \left( \frac{\log v}{v^2} \right) \right) \frac{\omega}{\log \log v} + O \left( \frac{\omega}{v} + \omega^2 \right),
\]

where the \( O \)-constants are independent of \( m \), and where

\[
C_v(m) = C_1 \prod_{p \mid m} \left( 1 - p^{-2} \right) \prod_{1 \leq i < \lambda} (1 + p^{-1})^{-1}. \tag{16}
\]

Here \( C_1 \) and \( \lambda \) are the constants of (9), and \( C_v(m) \) satisfies

\[
0 < C_v(m) \leq C_1 \prod_{p \mid m} (1 - p^{-2}) = C_3. \tag{17}
\]

(In our applications, \( v \) will be small compared with \( a \), but \( v \to \infty \) as \( a \to \infty \), and \( m \) may be large.)

**Proof.** Define \( B_v^*(m; \omega) \) similarly to \( B_v(m; \omega) \) except that the word "squarefree" is omitted. Then any \( n \) contributing to \( B_v^*(m; \omega) \) but not to \( B_v(m; \omega) \) is divisible by a square of a prime \( p \). The number of integers \( n \leq \omega \) that are divisible by \( p^2 \) with \( p > v \) does not exceed

\[
\sum_{p > v} \frac{\omega}{p^2} = O \left( \frac{\alpha}{v} \right).
\]

We calculate the number \( N_2 \) of positive integers \( \leq \omega \) that are not divisible by a square of a prime \( p \leq v \), by a prime \( p \mid m \) (so \( p \leq v \)), or by a prime \( p \not\mid m \) with \( p \leq v \); from the above remark, it follows that

\[
B_v^*(m; \omega) = N_2 + O \left( \frac{\alpha}{v} \right). \tag{18}
\]

We use the idea of the sieve of Eratosthenes. \( B_v^*(m; t) \) is the number of positive integers \( \leq t \) that are not divisible by a prime dividing \( m \) or \( \mathcal{O} \) and \( \leq t \). Hence

\[
B_v^*(m; t) = \left[ t \right] - \sum_{p \mid m} \left[ \frac{t}{p} \right] + \sum_{p \mid m \text{ or } \mathcal{O}} \left[ \frac{t}{p} \right] - \cdots, \tag{19}
\]

the sum clearly being finite. Moreover by similar reasoning,

\[
N_2 = B_v^*(m; \omega) - \sum_{q \mid m \text{ or } \mathcal{O}} B_v^*(m; \omega) - \sum_{q \mid m \text{ or } \mathcal{O}} B_v^*(m; \omega) - \cdots, \tag{20}
\]

On substituting (19) with \( t = \omega, \omega/\log \omega, \omega/\log^2 \omega, \ldots \) in turn in (20), we obtain an expression, the number of whose terms does not exceed

\[
\left( 1 + \frac{\pi(\omega)}{1} + \frac{\pi(\omega)}{2} + \cdots + \frac{\pi(\omega)}{\pi(\omega)} \right)^2 = 2^{\omega(\omega)} \leq \omega^2.
\]

This number is the error incurred by replacing [\( t \)] by \( t \) throughout in (20) after the substitution of (19). Hence using (18) we have

\[
B_v(m; \omega) = \left[ \omega - \sum_{p \mid m \text{ or } \mathcal{O}} \frac{\omega}{p} + \sum_{p \mid m \text{ or } \mathcal{O}} \frac{\omega}{p^2} \right] - \cdots.
\]

In our applications, \( \omega \) will be small compared with \( a \), but \( \omega \to \infty \) as \( a \to \infty \), and \( m \) may be large.)

**Proof.** Define \( B_v^*(m; \omega) \) similarly to \( B_v(m; \omega) \) except that the word "squarefree" is omitted. Then any \( n \) contributing to \( B_v^*(m; \omega) \) but not
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\[
- \ldots + O(z^p) + O\left(\frac{w}{v}\right)
\]

\[
= w \prod_{\substack{p < q \leq \sqrt{v} \atop \gcd(p, q) = 1}} (1 - p^{-1}) \prod_{q > v} (1 - q^{-1}) + O \left( \frac{z^p}{p} + \frac{w}{v} \right);
\]

the O-constant is independent of \( m \).

We now consider the main term. The product

\[
\prod_{q > v \atop q \neq \sqrt{v}} (1 - q^{-1})
\]

is convergent, and

\[
(22) \quad 1 + \prod_{q > v \atop q \neq \sqrt{v}} (1 - q^{-1}) \geq \prod_{q > v} (1 - q^{-1}) = \exp \left( - \sum_{q > v} q^{-2} + O \left( \sum_{q > v} q^{-4} \right) \right)
\]

\[
\geq \exp \left( O \left( \frac{1}{v} \right) \right) = 1 + O \left( \frac{1}{v} \right).
\]

Thus, on observing that we do not need to distinguish between the primes \( p \) and \( q \) any more, and on using (9), (21) and (22), we have

\[
B_v(m; \sigma) = w \prod_{p \leq \sqrt{v}} (1 - p^{-1}) \prod_{\substack{p > \sqrt{v} \atop p \neq \sqrt{v}}} (1 - p^{-1}) \prod_{\sqrt{v} < p < \sqrt{v}} (1 + O \left( \frac{1}{v} \right)) + O \left( \frac{z^p}{p} + \frac{w}{v} \right)
\]

\[
= C_3(m) \left[ 1 + O \left( \frac{1}{\log v} \right) \right] \cdot \frac{\sigma}{\log v} + O \left( \frac{w}{p} + z^p + d^v \right),
\]

where \( C_3(m) \) is given by (16). It follows from the proof that the O-constants are independent of \( m \). The inequality (17) follows immediately.

**Definition.** Let \( D_v(m; \sigma) \) denote the number of squarefree positive integers \( n \leq v \) with \( (n, m) = 1 \) and with \( p \) the least prime divisor in \( \sqrt{v} \) of \( n \).

**Corollary.** If \( m \) has no prime divisor exceeding \( v \), then in the notation of the lemma (with \( v = p \))

\[
\frac{D_v(m; \sigma)}{\sigma} = C_4(m) \left( 1 + O \left( \frac{1}{\log v} \right) \right) \frac{\sigma}{p \log p} + O \left( \frac{w}{p} + z^p + d^v \right),
\]

where \( C_4(m) \) is given by (16).

4. Proof of Theorem 1. Every integer \( n \) can be written uniquely in the form

\[
(23) \quad n = n_1 n_2 \quad \text{where} \quad (n_1, n_2) = 1, \quad n_1 \text{ squarefree,} \quad n_2 \text{ squarefull;}
\]

these meanings for \( n_1 \) and \( n_2 \) will be assumed throughout the rest of the paper. Since \( f \) is multiplicative,

\[
1 = (n_1, f(n_1)) = (n_1 n_2, f(n_1) f(n_2))
\]

if and only if

\[
1 = (n_1, f(n_1)) (n_2, f(n_2)) (n_1, f(n_2)) (n_2, f(n_1)).
\]

Hence

\[
\sum_{n_1 \leq \sqrt{v}} \sum_{n_2 \leq \sqrt{v}} \sum_{n_1 n_2 \leq \sqrt{v}} \sum_{n_2, n_1 \leq \sqrt{v}} 1 = \sum_{n_2 \leq \sqrt{v}} \sigma(n_2; \sigma),
\]

say, and in order to estimate the sum on the right, we must investigate further \( \Sigma(n_2; \sigma) \). We accomplish our aim by considering four different categories of integers \( n_2 \). We can certainly assume that \( f(n_2) \neq 0 \) for every \( n_2 \) considered, since we require \( (n_2, f(n_2)) = 1 \) in the sum over \( n_2 \).

**Case 1.** \( n_2 > v \). We use a result of Erdős and Szekeres [3] on squarefull integers, which states that

\[
\sum_{n_2 \leq \sqrt{v}} 1 = (C_5 + o(\sigma))v^{1/2}
\]

where \( C_5 = \zeta(3/2) \zeta^{-1}(3) \) and \( o(\sigma) = o(1) \). Hence by partial summation

\[
\sum_{n_2 \leq \sqrt{v}} \frac{1}{n_2} = C_5 - C_4 \sigma^{-1/2} + o(\sigma^{-1/2}),
\]

where

\[
C_5 = 2C_4 + \int_0^\infty h(t) t^{-1/2} dt,
\]

the integral being convergent since \( h(\sigma) = o(1) \). Using (14), it follows that

\[
\sum_{n_2 \leq \sqrt{v}} \frac{1}{n_2} = C_4 u^{-1/2} + o(u^{-1/2}) = O((\log u)^{-\lambda - 1/2}).
\]

From the trivial estimate

\[
\Sigma(n_2; \sigma) \leq \sigma/m_2,
\]

we obtain

\[
\sum_{u < n_2 \leq v} \Sigma(n_2; \sigma) \leq \sigma \sum_{u < n_2 \leq v} \frac{1}{n_2} = O((\log u)^{1/2 - \lambda/2}).
\]
Case 2: \( n_2 \leq u \) and \( q|n_2 \) for some \( q \in \mathcal{S} \setminus \mathcal{S}_0 \). Since \( q|n_2 \) for some \( q \in \mathcal{S} \setminus \mathcal{S}_0 \), we have

\[
(n_2, f(n_2)) = 1 = q^f(n_2)
\]

and hence

\[
\Sigma(n_2; \sigma) \leq \sum_{n_2|q|n_3} \frac{1}{n_2} \leq \sum_{n_2 < \sigma/n_2} \frac{1}{n_2} = o\left(\frac{\sigma}{\log \log \frac{\sigma}{n_2}}\right),
\]

by Lemma 9 since certainly

\[
g \leq u < \left(\log \log \frac{\sigma}{n_2}\right)^{1-\sigma}
\]

for \( 1 \leq n_2 \leq u \).

Hence by (26)

\[
\sum_{n_2 \leq u} \Sigma(n_2; \sigma) = \frac{\sigma}{\log \log \frac{\sigma}{n_2}} \sum_{n_2 \leq u} \frac{1}{n_2} = o\left(\frac{\sigma}{\log \log \sigma}\right).
\]

Case 3: \( n_2 \leq u \), \( q \notin \mathcal{S} \cup \mathcal{S}_0 \forall q|n_2 \), and \( g \leq y \forall q|f(n_2) \). This case will give us our main term. We first split the sum \( \Sigma(n_2; \sigma) \) (a sum over \( n_1 \)) into three parts; in \( \Sigma(n_2; \sigma) \) the least prime divisor \( p \) in \( \mathcal{S} \) of \( n_2 \) is less than \( y \), in \( \Sigma'(n_2; \sigma) \) the least prime divisor \( p \) in \( \mathcal{S} \) of \( n_2 \) satisfies \( y < p \leq u \), and \( \Sigma''(n_2; \sigma) \) contains the remaining \( n_2 \). Note that \( (n_2, W_1(0)) = 1 \) if \( n_2 \) contributes to \( \Sigma'(n_2; \sigma) \), or \( \Sigma''(n_2; \sigma) \), for if \( q|n_2 \), \( W_1(0) \), \( q|n_1 \) whilst \( g \in \mathcal{S} \) and \( g < y \) by the remark before Lemma 7. The first two sum contribute to our error term, and we deal with these first.

We have by Lemma 9, since \( g \leq (\log \log \sigma/\sigma)^{1-\sigma} \leq (\log \log \sigma/\sigma)^{-\sigma} \) certainly for \( n_2 \leq u \), and since if \( p \in \mathcal{S} \) for some \( p|n_1 \), \( (n_2, f(n_2)) \geq [p, f(p)] = p \),

\[
\Sigma'(n_2; \sigma) \leq \sum_{p \leq y} \sum_{(n_2, f(n_2)) = 1} \frac{1}{n_2} \leq \sum_{p \leq \sigma} \sum_{n_2 \leq \sigma} \frac{1}{n_2} \leq \frac{\sigma}{\log \log \sigma} = o\left(\frac{\sigma}{\log \log \sigma}\right)
\]

\[
= o\left(\frac{\sigma}{\log \log \sigma}\right),
\]

since \( n_2 \leq u \).

For \( \Sigma''(n_2; \sigma) \) we use the Corollary of Lemma 12 since we are assuming that \( q|f(n_2) \) implies that \( q \leq y \leq p \). We have

\[
(30) \quad \Sigma''(n_2; \sigma) \leq \frac{1}{\sigma} \sum_{p \leq \sigma} \sum_{\nu | \nu + 1} \frac{1}{n_2} = \sum_{p \leq \sigma} D_p\left(n_2, f(n_2) \frac{\sigma}{n_2}\right)
\]

\[
= \sum_{y \leq p \leq \sigma} \frac{C_2(n_2, f(n_2))(1 + O((\log p)^{-1}))}{\sigma} \frac{1}{n_2} + O\left(\frac{\sigma}{n_2}\right)
\]

\[
\leq C_3 \frac{1}{n_2} (1 + O((\log y)^{-1})) \frac{\sigma}{\log y} \sum_{y \leq p \leq \sigma} \frac{1}{p} + O\left(\frac{\sigma}{n_2}\right)
\]

\[
= C_3 \frac{1}{n_2} (1 + O((\log y)^{-1})) \frac{\sigma}{\log y} o(1) + \frac{1}{n_2} O(\sigma(\log \sigma))^{-1}.
\]

We are assuming that \( n_2 \leq u \) in calculating the error terms, and using (17), the definitions of \( y, z, u \) in (14) and the estimate for \( \sum_{p \leq \sigma} 1/p \) given by Theorem 2. We recall that the \( O \)-constants stand for something not dependent on \( n_2 \).

Finally we have to consider \( \Sigma'''(n_2; \sigma) \) and we show that this supplies our main term. More precisely we show first that

\[
\Sigma''''(n_2; \sigma) \sim B_2(n_2, f(n_2); \sigma/n_2).
\]

Note that \( (n_2, f(n_2)) = 1 \) for all \( n_2 \) contributing to \( \Sigma''''(n_2; \sigma) \); for \( q|n_2 \) implies that \( q \notin \mathcal{S} \cup \mathcal{S}_0 \), and if \( q \in \mathcal{S} \) and \( q|n_2 \), then \( q|n_2 \), since \( (n_2, f(n_2)) = 1 \), and so it easily follows that \( q^f(n_2) = \prod_{r|n_2} W_1(r) \) for any \( q|n_2 \). Let

\[
(31) \quad m = n_2, f(n_2).
\]

Then

\[
0 \leq B_2(m; \sigma/n_2) - \Sigma''''(n_2; \sigma) \leq \sum_{p \leq \sigma} 1 - \sum_{p \leq \sigma} 1 = 1 - \sum_{p \leq \sigma} 1 = 0.
\]

\[
= \sum_{n_2 \leq u} \frac{1}{n_2} o\left(\frac{\sigma}{\log \log \sigma}\right).
\]
by Lemma 11. Hence by Lemma 12 (since the condition \( q \mid f(n_2) \Rightarrow q \leq y < z \) holds)

\[
\Sigma''(n_2; \omega) = B_5(m; \omega/n_2) + \frac{1}{n_2} O(\sigma/(\log \log z)^{1})
\]

\[
= C_5(m) \left( 1 + O(\frac{1}{\log z}) \right) \frac{\sigma}{n_2(\log z)^2} + O \left( \frac{\sigma}{\omega y} + 4' \right) + \frac{1}{n_2} O \left( \frac{\sigma}{(\log \log z)^{1}} \right)
\]

where \( m \) is given by (31) and depends on \( n_2 \), and \( C_5(m) \) is stated precisely in (16). Thus by (29) and (30), we have in case 3,

\[
(32) \quad \Sigma(n_2; \omega) = \frac{C_5(n_2 f(n_2))}{n_2} \left( 1 + O \left( \frac{1}{\log z} \right) \right) \frac{\sigma}{n_2(\log z)^{1}} + \frac{1}{n_2} O \left( \frac{\sigma}{(\log \log z)^{1}} \right)
\]

From the Corollary to Lemma 7, it follows that if \( n_2 \leq \eta^{-2} \), every prime divisor of \( f(n_2) \) is less than or equal to \( y \) if \( \omega > \omega_0(\eta) \), and by (17) and (26)

\[
0 \leq \sum_{n_2 \leq n \leq z/2} C_5(n_2 f(n_2)) \leq C_5 \sum_{n_2 \leq n/2} \frac{1}{n_2} = O(\eta) = o(1)
\]

as \( \omega \to \infty \) since \( \eta > 0 \) is arbitrary. Note that \( C_5(m) \) is defined for any integer \( m \neq 0 \), although Lemma 12 requires that \( m \) has no large prime divisors. We can write

\[
\sum_{n_2 \leq n/2} \sum_{n_2 \leq n/4} \ldots \sum_{n_2 \leq n/2^k} \sum_{n_2 \leq n/2^k + 1} \ldots \sum_{n_2 \leq n/2^k + 1}
\]

and using these remarks and (26) after substituting (32) in the left side below, we have

\[
(33) \quad \sum_{n_2 \leq n/2^k} \Sigma(n_2; \omega) = \frac{\omega}{(\log z)^{2}} \left( 1 + O \left( \frac{1}{\log z} \right) \right) \left(C_5 + o(1)\right) + O \left( \frac{\omega}{(\log \log z)^{1}} \right)
\]

\[
= \left(C_5 + o(1)\right) \frac{\omega}{(\log \log z)^{1}},
\]

where by (16)

\[
(34) \quad C_5 = \prod_{\omega \in \mathcal{F}} \left( 1 - p^{-2} \right) \sum_{\omega \in \mathcal{F}} \frac{1}{n_2} \prod_{\omega \in \mathcal{F}} (1 + p^{-1})^{-1}.
\]
5. Some special cases of the theorem. In some cases, $C_n$ has a simple expression, and next we investigate some instances of this. We also consider some special functions $f$. We state our results as Corollaries to Theorem 1. To prove Corollaries 1, 2, 3 below directly, the above argument may be simplified; for example, for Corollary 1, we need not write $n = n_1 n_2$, as was done in § 4, and it is sufficient to evaluate $B_n^*(1; s)$ instead of establishing the more general Lemma 12. However the main ideas remain the same.

**Corollary 1.** If $f$ is strongly or completely multiplicative, then

$$C_n = C_1.$$ 

**Proof.** The argument in the two cases is essentially the same since in both cases $(n_1, f(n_1)) = 1$ if and only if $p^j W_1(q)$ for all primes $p$, $q$ dividing $n_1$; for we have, for all primes $p$ and $j = 1, 2, \ldots,$

$$f(p^j) = W_1(p) \text{ or } |W_1(p)|^j$$

according as $f$ is strongly or completely multiplicative.

By definition of $\mathcal{S}$, $q/f(n_1) = q \mathcal{S}$; also if $q/n_2$ and $q \mathcal{S} \mathcal{S}_0$, so $q | W_1(0)$, then $(n_2, f(n_2)) = 1$, whilst if $q/n_2 = q \mathcal{S}$, then $(n_2, f(n_2)) = 1$. Hence by (34),

$$C_n = C_1 \prod_{p \in \mathcal{S}} (1 - p^{-1}) \sum_{q \mathcal{S} \mathcal{S}_0 \mathcal{S} \mathcal{S}_0} \prod_{q \mathcal{S} \mathcal{S}_0 \mathcal{S} \mathcal{S}_0} (1 + q^{-1})^{-1}.$$

Since the sum is absolutely convergent by (26) and the terms are multiplicative, we have (on recalling that $n_1$ is squarefull that)

$$\sum_{q \mathcal{S} \mathcal{S}_0 \mathcal{S} \mathcal{S}_0} (1 + q^{-1})^{-1} = \prod_{q \mathcal{S}} (1 + (1 + q^{-1} - 1)(q^{-2} + q^{-3} + \ldots))$$

$$= \prod_{q \mathcal{S}} (1 + g^{-2} - 1).$$

Hence, as claimed,

$$C_n = C_1.$$ 

**Corollary 2.** If $\mathcal{S} \setminus \mathcal{S}_0$ is the set of all primes, then

$$C_\infty = C_1 \cdot e^{-\gamma} \quad \text{and} \quad \lambda = 1.$$ 

**Proof.** In this case, from (16), $C_n(m) = C_1$ (independent of $m$), and the sum over $n_2$ for $C_n$, given in (34), has one term only, namely $n_2 = 1$. Hence, since

$$\prod_{p \leq n} (1 - p^{-1}) \sim e^{-\gamma} \frac{\log n}{n},$$

we have the result of the corollary.
Corollary 4.

\[ C_2 = C_4(f_2) \leq C_4(f_1) = C_4(f^*) \prod_{p \sim \theta} \left( 1 + \frac{1}{p(p-1)} \right). \]

In particular if \( \mathcal{S}_0 = \emptyset \),

\[ C_4(f^*) = C_1. \]

Proof. As we remarked above, \( C_4(f_1) \) is given by Corollary 3, and \( C_4(f^*) \) by Corollary 1, so the relation between them is immediate. The inequality \( C_4(f) \leq C_4(f_1) \) follows from applying (34) to \( f \) and to \( f_1 \) and comparing the corresponding sums; for clearly \( f_1(n_2) = 1, \) \( \{n_2, f(n_2)\} = 1 = \{n_2, f_1(n_2)\} \), and

\[ \prod_{p \sim \theta} (1 + p^{-1})^{-1} \leq \prod_{p \sim \theta} (1 + p^{-1})^{-1}. \]

Note that \( C_4(f) < C_4(f_1) \) if for some \( n_2 \) contributing to the sum in \( C_4(f_1) \), \( f(n_2) \) has a prime divisor \( \not \in \mathcal{S} \) or \( \{n_2, f(n_2)\} > 1 \). Since \( f_1(n_2) = 0 \) for all \( n_2 > 1 \), the sum in \( C_4(f_1) \) consists of the term \( n_2 = 1 \) only, and so by (17), \( C_4(f_2) = C_1 \); hence the left-hand inequality of the corollary follows from (34), and this inequality will be strict if the sum in \( C_4(f) \) has a non-zero contribution from some \( n_2 > 1 \).

If \( \mathcal{S}_0 = \emptyset \), so that whenever (13) has a zero solution, it also has a non-zero solution, the given result follows immediately from above and Corollary 1.

We consider next the divisor functions \( \sigma \), defined in (8).

Corollary 5. If \( \nu \) is odd,

\[ \sum_{\eta < \nu, \eta \neq 0} e^{-\eta \sigma} \frac{1}{\log\log\log \sigma}. \]

If \( \nu \) is even and \( 2^\beta \| \nu \),

\[ \sum_{\eta < \nu, \eta \neq 0} \frac{C_0 \sigma}{(\log\log\log \sigma)^{\gamma/\beta}}, \]

where \( C_0 = C_0(\sigma) \) is the constant given by (34).

Proof. For \( f(n) = \sigma_\nu(n) \) (\( \nu \) a positive integer), we have

\[ W_1(\sigma) = \sigma^\beta + \sigma^{(\beta-1)} + \ldots + \sigma^\nu + 1. \]

Write \( \nu = 2^\beta \nu_1 \) where \( \nu_1 \) is odd and \( \beta \geq 0 \). Then the set \( \mathcal{S} \) consists of the prime 2 and all primes \( p \) of the form \( p \equiv 1 \pmod{2^{\beta+1}} \), and \( \mathcal{S}_0 = \emptyset \); for

\[ W_1(\sigma) = \sigma^\beta + 1 \equiv 0 \pmod{p} \]

has a solution (necessarily non-zero) if and only if \( p = 2 \) or \( (\nu, p-1) \mid \frac{1}{2}(p-1) \). We observe that if \( \nu \) is odd, \( \mathcal{S} = \{p \} \) for some prime \( p \) and so the result follows by Corollary 2. If \( \nu \) is even, the result follows by a well known case of Theorem 2, and Theorem 1.

Finally, as mentioned in §1, we investigate what happens when the degree of \( W_1 \) is zero, for example in the case \( f = \nu \) (see (6)). This situation was excluded in the above discussion, but we can apply our method to obtain the corresponding result. We have

\[ \nu_1 = \sigma + o(1) \sigma \]

where \( C_1 \) is a constant satisfying \( 0 < C_1 \leq 1 \).

Proof. Let

\[ W_1(\sigma) = k \neq 0. \]

If \( n_1 \) is squarefree,

\[ f(n_1) = L(n_1) \]

where \( \omega(n_1) \) is the number of prime divisors of \( n_1 \). Consider the sum in (24); since for \( n_1 \neq 1 \), \( n_1/n_2, f(n_2) = 1 \) if and only if \( (n_1/n_2, k) = 1 \), we have

\[ \sum_{\nu < \nu_1, \nu \neq 0} \frac{1}{\log\log\log \sigma} = O(\sigma^{12}) \]

where by (29), the term \( O(\sigma^{12}) \) accounts for the fact that when \( n_1 = 1 \) the condition \( (n_2, k) = 1 \) need not hold. With \( \nu > 0 \) and arbitrary, we split the outer sum into two parts according as \( n_2 \leq \nu^{-1} \) or \( \nu^{-1} < n_2 < \sigma; \) by the Corollary to Lemma 7, if \( n_2 \leq \nu^{-1} \) and \( \sigma > \omega_0(\eta), f(n_2) \) has no prime divisor exceeding \( \eta \). We shall assume that \( \sigma \) is sufficiently large for \( \sigma > \max(\eta^{-1}, \omega_0(\eta)) = \omega_0(\eta) \), and then \( \nu^{-1} < \sigma^{12} \). By (26)

\[ \sum_{\nu < \nu_1, \nu \neq 0} \sum_{\nu^{-1} < n_2 < \sigma} \frac{1}{\log\log\log \sigma} = O(\sigma) \]

as \( \sigma \to \infty \) since \( \eta \) is arbitrary. To deal with the inner sum of (39) when \( n_2 < \eta^{-1} \), so \( f(n_2) \) has no prime divisor exceeding \( \eta \), we use the ideas of Lemma 12 with \( v = y, m = k n_2(f(n_2)) \) and \( \mathcal{S}_0 = \emptyset \); then by (21) and (22) we have here

\[ \sum_{\nu < \nu_1, \nu \neq 0} \frac{1}{\nu_2} \nu \int \left( 1 - p^{-2} \right) \prod_{p | (k n_2(f(n_2)))} (1 + p^{-1})^{-1} \left( 1 + O \left( \frac{1}{y} \right) \right) + \left( \frac{A + \sigma}{n_2} \right). \]
Hence by (20), we have since $4^m \eta^{-2} = o(x/y)$ for $\eta^{-2} < x^{1/2}$,

$$\sum_{n \geq 1} \sum_{j \geq 1} \frac{1}{n^{j}} = \frac{x}{\zeta(2)} \sum_{n \geq 2} \frac{1}{n^{2}} \prod_{j \geq 2} (1 + (p-1)^{-1} + O(x/y))$$

$$= \frac{6x}{\pi^2} \sum_{n \geq 2} \frac{1}{n^{2}} \prod_{j \geq 2} (1 + (p-1)^{-1} + O(x/y) + O(x/y))$$

$$= (C_1 + o(1)) \frac{x}{2}$$

as $x \to \infty$ since $\eta$ is arbitrary. The result now follows from (39), (40), (41).

We observe that $C_1$ satisfies

$$0 < \frac{6}{\pi^2} \prod_{j \geq 2} (1 + (p-1)^{-1} \leq C_1 \leq \prod_{j \geq 2} (1 + (p-1)^{-1} \leq 1$$

since the sum in $C_1$ does not exceed

$$\sum_{n \geq 2} \frac{1}{n^{2}} \prod_{j \geq 2} (1 + (p-1)^{-1} = \prod_{j \geq 2} (1 + (p-1)^{-1} \prod_{j \geq 2} (1 + (p-1)^{-1}]$$

Applying this result to the divisor function $\tau$ (defined in (6)), in which case $W(x) = \tau(x)$, we have, on taking $k = 2$ in Theorem 8, the

Corollary.

$$\sum_{n \leq x} 1 = (C_1 + o(1)) \frac{x}{2} \quad \text{where} \quad \frac{4}{\pi^2} \leq C_1 \leq \text{1}.$$