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Introduction. Let \( k \) be a positive integer and \( F(x, k) \) denote the number of positive integers \( n < x \) which have a divisor in every residue class prime to \( k \). Erdős [1] proved that for every fixed \( \epsilon > 0 \), we have

\[
F(x, k) = (1 + o(1))x
\]

provided

\[
k < 2^{(1-\epsilon)\log \log x}.
\]

Erdős conjectured that the following stronger result holds: if \( \sigma \) is any fixed real number and

\[
f = 2^{\log \log x - (\sigma + o(1))\log \log x}
\]

then

\[
F(x, k) \sim \frac{\sigma}{V2\pi} \int_0^\infty e^{-y^2/2} \, dy.
\]

It is well known that if \( \nu(n) \) denotes the number of distinct prime factors of \( n \) then

\[
\text{card} \left\{ n < x : \frac{\nu(n) - \log \log x}{V \log \log x} > \epsilon \right\} \sim \frac{\sigma}{V2\pi} \int_0^\infty e^{-y^2/2} \, dy;
\]

moreover if \( \psi(n) \to \infty \) arbitrarily slowly as \( n \to \infty \) then for almost all \( n \), we have

\[
2^{\nu(n)} \leq \tau(n) \leq \psi(n) 2^{\nu(n)}
\]

where \( \nu(n) \) denotes the number of divisors of \( n \). Certainly \( n \) is not counted by \( F(x, k) \) if \( \tau(n) < \varphi(k) \), and if we combine equations (1) to (4), we can say rather approximately that the assertion is that a number with sufficient divisors to go round will almost surely have one in every residue class prime to \( k \).

In this paper I prove the following result in this direction:
Theorem. Let \( \xi(k) \to 0 \) arbitrarily slowly as \( k \to \infty \). If \( k \) and \( x \) are related by (1), and if the interval
\[
\left( 1 - \exp \left( - \frac{\xi(k)}{C_1 \log k} \right), 1 \right)
\]
is free of real zeros of the Dirichlet L-functions \((mod k)\), then (2) holds.

The required zero-free interval \((5)\) is wider than that established by Siegel's theorem, which would correspond to replacing the exponent \( \frac{3}{4} \) of \( \log k \) in \((5)\) by \( 1 \). But a result of Page [4] gives the

Corollary. The conjecture holds for almost all \( k \). More precisely, for every fixed \( A \) the number of exceptional \( k \)'s not exceeding \( K \) is \( O(K/\log^{3} K) \).

For Page's Lemma 8 states that there exists an absolute positive constant \( C_1 \) such that if \( K/\log k \geq 2 \), there is at most one primitive character \( \chi \) with modulus \( k' \leq K \) such that \(\ell (\sigma, \chi) \) vanishes for some \( \sigma \) satisfying
\[
\sigma > 1 - C_1 \log K.
\]

Thus if \( k \) is exceptional, either \( \xi(k) (\log k)^{3/4} < \log (C_1^{-1} \log K) \) or there is a character \((mod k)\) induced by \( \chi \), i.e., \( k' \). The former, small \( k \)'s are negligible in number if \( \xi(k) \to 0 \) sufficiently slowly, and there are at most \( K/\log k \) multiples of \( k' \) not exceeding \( K \). By Siegel's theorem, \( \ell (\sigma, \chi) = 0 \) implies that
\[
\sigma < 1 - C_2 (A) (\log k)^{-1/4},
\]
where \( C_2 (A) > 0 \) and depends on \( A \) only. Combining this with (6) we obtain the corollary.

In the proof of the theorem to follow, \( \psi \) constants and Vinogradov's \( \ll \) are always uniform. The limiting process implied by the \( \psi \) notation is as \( x \) and \( k \) tend to infinity; these are equivalent by (1).

Proof of the theorem. Since \( \beta, \psi(k) \ll \log \log k, \psi(k) \) also satisfies (1). We need only consider the integers \( n < x \) for which \( \psi(n) \geq \psi(k) \), and if we take \( \psi(n) = \log \log x \) in (4), this implies that
\[
\psi(n) \gg \log \log n + (\sigma + O(1)) \log \log x.
\]
In view of (3), it will be necessary and sufficient to show that all but \( o(x) \) of these numbers have a divisor in every residue class prime to \( k \). Let \( I(x) \) be the interval \((g, h, l)\), where
\[
\log g = (\log \log x)^{a}, \quad \log h = \frac{\log x}{\log g},
\]
and let
\[
f(n) = \prod_{y \in I(x)} p^{\sigma}, \quad p \in I(x).
\]
By the familiar variance method of Turán, \( \psi(n) - \psi(f(n)) \) has normal order \( \log \log x \). Hence we may assume that
\[
\log \log x + (\sigma + O(1)) \log \log x < \psi(f(n)) < 2 \log \log x,
\]
and we follow Erdős [1] in constructing the divisors of \( n \) in each residue class prime to \( k \) from prime factors of \( f(n) \). We shall require:

Lemma 1. For each \( l \) prime to \( k \) we have
\[
\frac{1}{\psi(k)} \sum_{1 \leq m < k, \psi(m) \equiv 1 (\text{mod } l)} \frac{1}{\psi(m)} - \frac{L}{\psi(k)} \frac{1 - \gamma(l)}{1 - \gamma(l)} M + E(l)
\]
where
\[
L = \int_{1}^{b} \frac{(1 + \log y)}{y \log y} dy, \quad LM = \frac{1}{\beta} \int_{1}^{b} \frac{y^{d-1} (1 + \log y)}{y \log y} dy
\]
and
\[
|E(l)| < (\log x)^{-4}.
\]
Here \( \beta \) is the unique Siegel zero \((mod k)\) if such exists, that is \( L(\beta, \chi) = 0 \), \( \beta > 1 - O(1) \). It is known that if \( \beta \) is a sufficiently small positive absolute constant there is at most one such zero, moreover \( \gamma(l) \) must be real and non-principal. We define \( M = 0 \) when there is no such \( \beta \).

The proof of this follows from the formula
\[
\frac{1}{\psi(k)} \sum_{1 \leq m < k, \psi(m) \equiv 1 (\text{mod } l)} \frac{1}{\psi(m)} = \frac{\psi(h, k, l)}{\log h} - \frac{\psi(g, k, l)}{\log g} - \int_{g}^{h} \frac{\psi(y, k, l) d\left( \frac{1}{y \log y} \right)}{\psi(g)} + O\left( \frac{1}{V_{g}} \right)
\]
and Satz 7.3 (p. 130) of Prachar [5], which gives
\[
\psi(y, k, l) = \frac{y}{\psi(k)} - \frac{y^{d}}{\psi(k)} + O(y \exp(-\sqrt{\log x})
\]
uniformly for \((l, k) = 1 \) and \( k < \exp(a \sqrt{\log x}) \), \( a \) and \( b \) being absolute positive constants. This condition holds for \( y \geq g \) if \( x \) is sufficiently large.

In the proof of this theorem, we use the following facts of basic arithmetic.

We may assume that \( f(n) \) is squarefree since the number of integers \( n < x \) with a repeated prime factor in \( I(x) \) is \( O(x/g) = o(x) \). Hence we have
\[
f(n) < \log^{\log x} x \leq \sqrt{x} \quad \text{if} \quad x > e^{c},
\]
in view of (7). Let \( \sum' \) denote summation over squarefree \( m < \sqrt{x} \), all of whose prime factors lie in \( I(x) \), and which fail to have a divisor in every residue class prime to \( k \), moreover which satisfy
\[
\log \log x + (\sigma + O(1)) \log \log x < \psi(m) < 2 \log \log x.
\]
Then it will be sufficient to prove that
\[ \sum_{m}^{'} \sum_{n \leq x, f(n) = m} 1 = o(x). \]

To estimate the inner sum, note that \( n = mq \) where \( q < \omega/m \) and has no prime factor in \( f(x) \). Since \( h < V < \omega/m \), a theorem of van Lint and Richert [3] gives
\[ \sum_{n \leq x, f(n) = m} \prod_{p \leq x}(1 - \frac{1}{p}) \ll \frac{x\log g}{m \log h} \]
by Mertens' formula. Hence it will be enough to show that
\[ \sum_{m}^{'} \frac{1}{m} = o \left( \frac{\log h}{\log g} \right). \]

Let \( l_1, l_2, \ldots, l_t \) denote an arbitrary set of residue classes prime to \( h \). We refer to these as a good set if the congruence:
\[ r_1^2 \equiv \ldots \equiv r_t^2 \equiv h \pmod{k}, \quad \text{each } r_j = 0 \text{ or } 1, \]
has a solution for every \( h \) prime to \( k \), that is, as the \( r_j \)'s vary over their 2\(^t\) possible choices, the left hand side runs through every reduced residue class. If \( m \) has \( t \) (distinct) prime factors \( p_j \) such that \( p_j \equiv l_j \pmod{k} \) for \( 1 \leq j \leq t \), evidently \( m \) has a divisor in every residue class prime to \( k \) if \( l_1, \ldots, l_t \) is a good set. Let \( \sum_{[O]} \) denote summation over bad sets of \( l_j \)'s. Then
\[ \sum_{m}^{'} \frac{1}{m} = \sum_{t} \frac{1}{t!} \sum_{[O]} \prod_{i=1}^{t} \left( \sum_{x = h \pmod{k}} \frac{1}{p} \right) \]
where \( t \) runs through the possible values of \( x(m) \), that is, the range given by (8). Notice that as we remarked at the beginning of the proof, \( \varphi(k) \) satisfies (1), so that it will be sufficient to deal with the case
\[ \varphi(k) + o(\sqrt{x} \log \varphi(k)) < 4 \log \varphi(k) \]

By Lemma 1, we have that
\[ \prod_{i=1}^{t} \left( \sum_{x = h \pmod{k}} \frac{1}{p} \right) = \frac{L^\varphi(k)}{\varphi(k)} \left( 1 - M \right)^{\frac{1}{2}} \left( 1 + \frac{1}{1 + M} \right)^{\frac{1}{2}} \left( 1 + O \left( \frac{1}{(\log \log \varphi(k))^2} \right) \right) \]
where
\[ u = z_2(l_2) + z_1(l_2) + \ldots + z_1(l_t), \]
so that
\[ -u \leq u \leq k, \quad u = k \pmod{2}. \]

There are
\[ \frac{t}{(n-u)!} \left( \frac{\varphi(k)}{2} \right)^{\frac{1}{2}} \]
choices of the set \( l_1, l_2, \ldots, l_t \) to give a fixed \( u \), hence if we sum over all
\[ \sum \prod_{i=1}^{t} \left( \sum_{x = h \pmod{k}} \frac{1}{p} \right)^2 \ll \frac{L^t}{\varphi(k)} \left( 1 + M \right)^t \left( 1 + O \left( \frac{1}{(\log \log \varphi(k))^2} \right) \right) \]

By the Cauchy–Schwarz inequality, we may combine this with (10) and deduce that
\[ \sum_{t} \frac{1}{t!} \sum_{[O]} \prod_{i=1}^{t} \left( \frac{1}{\varphi(k)} \right) \left( \frac{1}{\sum_{x = h \pmod{k}}} \right) \leq \frac{\delta^{1/2}(1 + M)^{1/2} \log h}{\log g} \]

provided
\[ \sum_{[O]} \leq \delta \varphi(k) \]
when \( t \) satisfies (11). Now we refer to Theorem 2 of Erdős and Rényi [2].
This implies that when
\[ \log 2 \geq \log \varphi(k) + 3 + \frac{1}{\delta} + \log \left( \frac{1 + M}{\log 2} \right) + 5 \log 2, \]
we have (13). By (11), we may infer that (13) holds provided we choose \( \delta \) so that
\[ \log \frac{1}{\delta} = o(\sqrt{\log \varphi(k)}). \]

We require an estimate for \( M \), defined in Lemma 1, and it is at this point that we use the hypothesis that the interval (5) is free of real zeros of \( L \)-functions \( (\mod{k}) \). We have
\[ LM \ll \int_{\log \varphi(k)}^{\infty} e^{-\frac{1}{2} - \frac{1}{M}} v^{\frac{1}{2}} \leq 1 + \log \left( \frac{1}{(1 - \beta) \log g} \right), \]

Since \( L \sim \log \log x \sim \log \frac{1}{\log 2} \), we have
\[ M \ll \xi(k) (\log k)^{-1/2}, \quad M^2 t \ll \xi(k) (\log k)^{1/2}. \]
We select $\delta$ so that
\[
\log \frac{1}{\delta} = 2 M^2 t + (\log k)^{1/3}
\]
(the last term in case $M = 0$) and note that as $\xi(k) \to 0$ as $k$, and so $k \to \infty$, (14) is satisfied. With this choice of $\delta$, (12) implies that (9) holds, and the proof is complete.

Remark. It may be that the Cauchy–Schwarz inequality is inefficient in deriving (12) and that the factor $(1 + M^2/\delta^2)$ is not needed. However, I could not find a useful estimate for the number of bad sets $t_1, t_2, \ldots, t_k$ with a fixed $u$ — evidently there is no uniformly good estimate of this type since if $u = t$ all the sets are bad, indeed
\[
\chi(t_1 t_2 \cdots t_k) = 1, \quad s_j \text{ is arbitrary.}
\]
Siegel's theorem gives the estimate $M = o(1)$ and it seems reasonable that rather more than this is needed.
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