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\[ G(x) = \sum_{n < x} g(n), \quad g(x) = \sum_{n < x} \frac{\mu(n)}{n}, \quad (\mu(n) = \text{Möbius' function}) \]

and proved that for any constant \( K \), \( G(x) - K \) changes signs infinitely often. If we define a "zero" of \( G(x) - \frac{1}{2} \) as an integer \( n \) such that \( G(n) - 2 < 0 \), then Lehmer and Selberg verified computationally that (with only two exceptions) the ratios of consecutive "zeros" are almost constant. Next, assuming the RH (Riemann hypothesis) they present a heuristic argument, which makes it plausible that at least on the RH said ratio should stay close to the constant \( e^{\gamma_1} \approx 1.2882 \) (here \( \gamma_1 = 14.1\ldots \) is the ordinate of the smallest complex zero of Riemann's zeta function \( \zeta(s) \)). The average of the ratios found computationally for the first 96 "zeros" (up to \( n = 3219483 \)) is indeed remarkably close to said value.

Their argument runs as follows. Assuming the RH and the simplicity of all complex zeros \( \zeta(s) \), \( \zeta(\sigma + it) \) real, they prove the "explicit formula":

\[ G(x-1) - 2 = -2\pi^2 \sum_{k=1}^{\infty} \frac{\cos(\gamma_k \log x - \alpha_k)}{\left( \frac{1}{4} + \gamma_k^2 \right)^2} + O(x^{-2}) \]

where \( \gamma_k^* \) is the root of the corresponding Riemann zeta function \( \zeta(s) \). In general, the dominant term will be the first one, with \( \gamma_1 = 14.1\ldots \), so that

\[ G(x-1) - 2 \approx -2\pi^2 \frac{\cos(\gamma_1 \log x - \alpha_1)}{(\gamma_1^* + \frac{1}{4})^2 R_1} \]
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and $G(s-1) - 2$ will change sign near those values $x_n$ of $x$ for which

$$\gamma_1 \log x_n - a_1 = (2n+1) \frac{\pi}{2},$$

i.e.,

$$\log x_n = \frac{(n+\frac{1}{2}) + a_1}{\gamma_1} = \frac{\pi/2 + a_1}{\gamma_1} + n \frac{\pi}{\gamma_1} = \log x_0 + n(\pi/\gamma_1), \text{ say}.$$

Clearly, $x_n = x_0 e^{\pi n/\gamma_1}$ and the ratio of two consecutive values $x_n/x_{n-1}$ is $e^{\pi n/\gamma_1} \approx 1.2488688...$

Now, similar explicit formulae are known for many functions. Some of them, such as that for $M(n) = \sum_{\mu(n)}$ are very similar in structure and the periodicity of the “zeros” (if it exists) should be even easier to verify. In fact, this periodicity is less regular and this is not surprising. Indeed, in the explicit formulas for $\mu(n)$ (see, e.g., [9], p. 318) the ordinates $\gamma_i$ occur at the first, rather than the second power, so that the first zero dominates far less than the remaining part of the infinite series, than in (1).

The main purpose of this paper is to define sets of functions $G_a(s)$ depending on an integral valued parameter $k$ and on an arithmetical function $f = f(n)$ and with properties similar to those of $G(s)$. We shall study in some detail only the case, $f(n) = \mu(n)$; the function $G_a(s)$ is essentially the $G(x)$ of Lehmer and Selberg (more precisely, $G_a(s) = G(s-1)$). We shall also consider briefly the choice $f(n) = \Lambda(n) = (\log p$ if $n = p^a; = 0$ otherwise). It is clear that analogous sets of functions $G_a(s)$ can be defined for many other arithmetical functions $f(n)$. In all these cases we obtain explicit formulae of the general type

$$\hat{G}_a(s, f) = G_a(s, f) - \hat{G}_a(s; f) - \frac{\rho_a(s, f)}{\gamma_{\rho_a}} = 2 \sum_{\rho \neq 0} \frac{a^{k+\rho-1} R}{s^\rho} \cos (\gamma \log x - \omega),$$

where $\rho_a(x, f)$ is (for fixed $k$) a fixed polynomial in $x$ and $\log x$, while $\frac{\rho_a(s, f)}{\gamma_{\rho_a}}$ is holomorphic in a neighborhood of $x = \infty$ and may be neglected for the purpose on hand. The quantities $R, \gamma, \omega$ depend (besides on $f$) mainly on the specific zero $z = \beta + \gamma i$ and should properly be written as $R_{\beta, \gamma}, \gamma_{\beta, \gamma}, a_{\beta, \gamma}$. However, to keep the notations simple, the subscript will usually be omitted here, as well as for $\beta$ and $\gamma$ themselves. $R$ may also depend weakly (as a logarithm) on $x$, $x$ on $k$, and $\omega$ on both. Their exact definitions are given in Section 3 Theorem 4 and in Section 10.

By increasing $k$, we enhance the dominance of the first zero for “small” values of $a$. Nevertheless, it is clear that if the RH does not hold, then eventually the zeros $z$ with larger real parts will become dominant. The periodicity of successive zeros of $\hat{G}_a(s; f)$ will then be governed by the ratio $e^{\pi \gamma_1}$. It is known [7] that $\gamma_1 > 10^6$; hence, $e^{\pi \gamma_1} \approx 1 + \pi/\gamma_1$ is much closer to unity than the $1.2488...$ furnished by a dominant first zero. One concludes that if the RH does not hold, we may expect to find the following behavior of the ratios $a_{n+1}/a_n$ of successive zeros of $G_a(s; f)$, for appropriately selected $k$. At the beginning (for small $a$), this ratio will stay close to $1.2488...$ because the first zero $z_1 = \frac{1}{2} + 14.14...$ dominates in the expansion of $G_a(s; f)$. When $a$ is sufficiently large, so that some zeros with larger $\beta$ become important, the periodicity will become rather irregular. Finally, for still larger $a$, the term with largest $\beta$ and smallest (for that $\beta$) $\gamma$, say, $\gamma_1$, (if such a term exists) will dominate the behavior of $G_a(s; f)$. Now the periodicity of consecutive zeros will become again very accurate, but with the much shortened period $1 + \pi \gamma_1$. Obviously, one cannot hope to prove the RH by this approach. However, if one suspects the existence of a zero $z = \beta + \gamma i$, $\beta > \frac{1}{2}$, it is conceivable that irregularities in the periodicity of the zeros of some $G_a(s; f)$ in certain ranges of $a$, followed by a considerable shortening of the period for still larger $a$ will point strongly towards the existence of such a zero. This would presumably involve less numerical work than the actual determination of such a zero. Indeed at least for $f = \mu$, the values of $G_a(s; f)$ can be computed rather easily by one of two methods, one direct, the other iterative (Theorems 5 and 6).

Next, generalizing the results of [4], which states that for every constant $K$, $G(x) - K$ changes signs infinitely often, it will be shown that for any $\varepsilon > 0$ and $C > 0$, arbitrarily large, and with $\theta = \sup \{\sigma \mid \zeta(s + \theta) = 0\}$ the two inequalities

$$G_a(s; \mu) > C a^{s-k-1-\varepsilon}, \quad G_a(s; \mu) < - C a^{s-k-1-\varepsilon},$$

hold, each on a (naturally different) infinite set, say $a_n < a_n' < \ldots < a_n'' < \ldots$, and $\omega_n' < \omega_n'' < \ldots < \omega_n'' < \ldots$ respectively, with $\lim a_n = \lim a_n' = \infty$.

Such infinite increasing sets of positive numbers without finite limit point will be called (for want of a better name) some also [1] and [3] simply $X$-sets. If a function satisfies two inequalities like (2) on $X$-sets we shall describe the situation simply by stating that each of the inequalities $G_a(s; \mu) \geq C a^{s-k-1-\varepsilon}$ holds on an $X$-set. If there exists a zero $z = \theta + \gamma i$, then we may take $\varepsilon = 0$ in (2), provided $C$ is not too large (see Theorem 7). In particular, and without any unproven hypothesis, each of the inequalities $G_a(s; \mu) \geq \pm C a^{s-k} \log a$ holds on an $X$-set. For $k = 1$ this shows that the function $G_a(s; \mu)$ satisfies each of the inequalities $G_a(s; \mu) \leq \pm C a^{s-k} \log a$ on $X$-sets, a statement stronger than and implying that of [4].

We shall also consider briefly the case $f(n) = \Lambda(n)$. This choice of $f$ has certain advantages, but also certain disadvantages in comparison with $f(n) = \mu(n)$.  
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2. Notations. Given any arithmetical function \( g(m) \) the symbol \( \sum_{l=1}^{n} g(l) \) stands for \( \sum_{l=1}^{n} g(l) \) if \( x \) is not an integer and for \( \sum_{1 \leq l \leq x} g(l) + 1/2 g(x) \), if \( x = n \) is a positive integer. \([x]\) stands for the greatest integer function.

The symbol \( f(x) dx \) means \( \lim_{\epsilon \to 0} \int_{x-\epsilon}^{x} f(s) ds \) whenever this limit exists.

For natural integer \( k \) we denote by \( S_k \) (upper index usually omitted) the (absolute values of the) Stirling numbers of the first kind, i.e. the \( k \)th elementary symmetric function on the integers \( 1, 2, \ldots, k-1 \). In particular,

\[ S_1 = \frac{1}{2} k(k-1), \quad S_2 = \frac{1}{6} k(k-1)(k-2)(3k-1), \quad \ldots, \quad S_{k-1} = (k-1)! \]

For convenience we also set \( S_0 = 1 \), for every \( k \).

In what follows occur also certain constants defined by:

\[ a_n = \sum_{r=1}^{n} \frac{1}{r} - \sum_{r=1}^{n-k} \frac{1}{r}, \quad b_n = \frac{1}{k!} \left( \frac{1}{(2m+1)} + \frac{1}{(2m-1)} \right) \log 2 \pi = \frac{1}{k^2} \left( 2 \pi \right)^{1/2} \left( -2n \right), \quad c_n = a_n + b_n, \quad d_n = a_n - b_n \]

and \( B_n \), the Bernoulli numbers in the even subscript notation.

If \( \zeta = \beta + i\gamma \) is a complex zero of order \( r \) of \( \zeta(s) \), then the coefficients \( a_r = a_r(\zeta) \) are defined by

\[ \zeta(s) = (s-\gamma)^r \sum_{r=0}^{\infty} a_r(\zeta) (s-\gamma)^r. \]

3. Main results

**Definition 1.** For integral \( r \geq -1 \) and \( \sigma > r + 1 \), we define \( M_r(x) \) by

\[ M_r(x) = \frac{1}{2\pi i} \int_{(\sigma)} \frac{x^s}{s^r} ds. \]

**Definition 2.** For integral \( h \geq 0 \) the functions \( G_h(x) = G_h(x; \mu) \) are defined by

\[ G_h(x) = \frac{1}{k!} \sum_{r=0}^{k} (-1)^r (r)_k M_{r-1}(x) x^{k-r}. \]

**Theorem 1.**

\[ M_h(x) = \sum_{m \leq x} m^{h} \mu(m). \]

**Theorem 2.**

\[ G_h(x) = \frac{1}{2\pi i} \int_{(\sigma)} x^{s+h-1} \frac{1}{(s-1)(s-1) \ldots (s+k-1)} ds \quad (\sigma > 1). \]

**Theorem 3.** \( G_h(x) \) is a cardinal spline function. Specifically, \( G_h(x) \) is a polynomial of exact degree \( k \) on any interval without square free integers. At the abscissae \( x = n, n \) square-free integer, \( G_h(x) \) is differentiable if \( k \geq 2 \), and has \( k-1 \) continuous derivatives, while \( G_h^2(x) \) has the discontinuity \( \mu(n)/n \) at \( x = n \).

**Theorem 4.** Let \( k' = [k/2] \) and \( k'' = [(k-1)/2] \) and set

\[ \Phi_h(x) = \Phi_h(x; \mu) = \frac{2}{k!} \left( \sum_{n=1}^{k'} \sum_{n=1}^{k''} \frac{1}{k} B_{2n} \right) \left( \frac{2\pi}{2} \right)^{2n} \]

and

\[ \varphi_h(x) = 2x^{k-1} \sum_{n=0}^{k-1} \left( -1 \right)^n \left( \frac{2n-k}{2n+1} \right) \left( 2\pi \right)^{2n} \frac{1}{\zeta(2n+1)} \frac{1}{\left( 2\pi \right)^{2n}} \]

then

\[ G_h(x) = \Phi_h(x) + \varphi_h(x) + 2 \sum_{\gamma \neq \mu} \frac{x^{k-1}}{r^{k+1}} \left( \frac{R}{r} \right) \cos(r \log x - \mu), \]

where \( R = R_0(x) = (\log x)^{-r} \left( \frac{\log x}{(r-1)!} \right) |a_r(\zeta)| \), with \( a_r(\zeta) = \sum_{l=1}^{r} a_l(\zeta) \), where \( r \) is the multiplicity of the zero \( \zeta \) of \( \zeta(s) \) and \( a_r(\zeta) \) was defined in Section 2; also, the \( a_l(\zeta) \)'s are numerical constants depending (for fixed \( k \)) only on \( \zeta \). If \( \lambda = \arg(1 + \varphi_h(x)) \), \(|\lambda| \leq \pi, \psi = \arg(a_0) \), and \( \tau = \frac{1}{\lambda} \left( 1 + \frac{\beta + m - 1}{i\gamma} \right) \), \( \tau > 0 \), \( \beta \) real, then \( \omega = \beta + \psi - \lambda + \pi \left( k - 1 \right)/2 \).

**Corollary 1.**

\[ G_1(x) = -2 = -2 \sum_{\gamma \neq \mu} \frac{x^\gamma R}{r^2} \cos(r \log x - \psi - \delta + \lambda) + O(x^{-2}). \]

**Corollary 2 (see [4]).** If we assume the RH and the simplicity of the zeros \( \zeta = \frac{1}{2} + i\gamma \) of \( \zeta(s) \), let \( \alpha = x = \arg(\zeta) \), then

\[ G_1(x) = -2 = -8x^{1/2} \sum_{\gamma \neq \mu} \frac{\cos(r \log x - \alpha)}{(4\gamma^2 + 1)} \zeta'(\gamma) + O(x^{-2}). \]
Corollary 3. If \( \theta > \frac{1}{2} \) and if \( \zeta = \theta + \text{i} \theta \) is the zero of lowest ordinate with the abscissa \( \theta \), then, for sufficiently large \( x \), the function \( G_k(x) - \Phi_k(x) \) vanishes at a set of abscissae \( \{x_n\} \), approximately periodic and with

\[
\frac{x_{n+1}}{x_n} \approx e^{\delta t_n} \approx 1 + \frac{\pi}{t_n}.
\]

The values of the \( G_k(x) \) may be computed with the help of the following two theorems.

**Theorem 5.**

\[
G_k(x) = \frac{1}{k!} \sum_{m=0}^{m_1} \mu(m) \frac{(x-m)^{k-1}}{m}
\]

In order to state Theorem 6 we need the following definition.

**Definition 3.** Let

\[
G^{(0)}(m_2) = \sum_{m=0}^{m_1} \mu(m) \frac{m^{k-1}}{m}, \quad G^{(0)}(m_2) = \sum_{m=0}^{m_1} G^{(0)}(m_2),
\]

and, in general if \( G^{(r-1)}(m_r) \) is already defined, then \( G^{(r)}(m_{r+1}) \) is defined by

\[
G^{(r)}(m_{r+1}) = \sum_{m_r=1}^{m_{r+1}} G^{(r-1)}(m_r).
\]

**Theorem 6.** The \( G_k(n) \) may be computed recursively, if the \( G_{k-r}(n) \) \( (r \geq 1) \) are already known, by

\[
G_k(n) = G^{(0)}(n-1) - \frac{1}{k!} \sum_{r=1}^{k-1} \frac{1}{(k-r)!} S_r \cdot G_k(n-r),
\]

with the \( G^{(0)}(n-1) \) of Definition 3 and the \( S_r \) defined in Section 2.

The oscillatory properties of \( G_k(x) \) are condensed in the following theorem.

**Theorem 7.** Each of the following inequalities holds on an \( X \)-set, under the stated conditions:

1. \( G_k(x) \leq C \zeta(x) \zeta^{(k-1)} \), unconditionally, for \( x > 0 \), arbitrarily small \( C > 0 \), arbitrarily large;

2. \( G_k(x) \zeta \leq C \zeta^{(k-1)} \), assuming that there exists at least one zero \( \zeta = \theta + \text{i} \theta \) and that \( \theta \) is simple

\[
C < \max_{r=1}^k \left( \frac{1}{(e-1)(e+1)\ldots(g+k-1)} \right)^{\frac{1}{k}}
\]

3. \( G_k(x) \leq C \zeta \zeta^{(k-1)} \), with arbitrarily large \( C \), assuming either that the \( RH \) does not hold or, if the \( RH \) does hold, that there exists at least one multiple zero \( \zeta = \frac{1}{2} + \text{i} \sqrt{3} \).

Arithmetical functions with periodic zeros

(d) \( G_k(x) \zeta \zeta^{(k-1)} \), holds unconditionally for

\[
C < \max_{r=1}^k \left( \frac{1}{(e-1)(e+1)\ldots(g+k-1)} \right)^{\frac{1}{k}}
\]

(only the case of \( RH \) with all complex zeros simple is of interest here; otherwise (a), (b), (c) yield stronger results).

**Corollary 4.** Under the conditions of (d), both inequalities \( G_k(x) \leq C \zeta \zeta^{(k-1)} \)

hold on \( X \)-sets for \( C < \max_{r=1}^k \left( \frac{1}{(e-1)(e+1)\ldots(g+k-1)} \right)^{\frac{1}{k}} \).

**4. Some lemmas.** In the proofs of the theorems we shall need several lemmas of which some are known, but all are listed here, for ease of reference.

**Lemma 1.** For integral, positive \( k \) and arbitrary, complex \( s \) not equal to an integer \( \leq 1 \),

\[
\sum_{r=0}^{n-1} \frac{1}{(s-r+1)^{k+1}} = \frac{(k+1)!}{(s-1)! (s+1)! (s+2)! (s+k)}.
\]

**Lemma 2.** For integral, positive \( k \) and \( n \),

\[
\sum_{m=1}^{n} \sum_{m_1=1}^{m} \ldots \sum_{m_k=1}^{m_{k-1}} \frac{1}{m! (m-m_1) (m-m_1-1) \ldots (m-m_k-1)}.
\]

**Lemma 3.** For integral, positive \( k \) and \( n \),

\[
\sum_{m=1}^{n} \sum_{m_1=1}^{m} \ldots \sum_{m_k=1}^{m_{k-1}} \frac{1}{m! (m-m_1) (m-m_1-1) \ldots (m-m_k-1)}.
\]

**Lemma 4.** For integral, positive \( k \) and \( n \),

\[
\sum_{m=1}^{n} \sum_{m_1=1}^{m} \ldots \sum_{m_k=1}^{m_{k-1}} \frac{1}{m! (m-m_1) (m-m_1-1) \ldots (m-m_k-1)}.
\]

**Lemma 5.** For positive, integral \( r \),

\[
\zeta(-2r) = -(1)^r \pi^{-\frac{3}{2}} 2^{2r} \Gamma(2r+1),
\]

\[
\zeta''(-2r) = -(1)^r (2\pi)^2 2^{2r} \Gamma(2r+1)^2 \left( \log 2 - \frac{r}{r} \right) - \frac{\zeta'(2r+1)}{\zeta(2r+1)}.
\]

**Lemma 6.** For integral \( k \) and \( n \),

\[
G^{(k)}(n) = \sum_{m=1}^{n} \mu(m) \sum_{m_1=1}^{m} \ldots \sum_{m_k=1}^{m_{k-1}} 1.
\]
Lemma 7. If \( F(s) = \int f(x)x^{-s}\,dx \) converges for \( \sigma > \alpha \) but not for \( \sigma > \alpha - \varepsilon \) \( (\varepsilon > 0) \) and represents a function \( F(s) \) holomorphic in \( \sigma > \alpha \), but not in any larger half-plane, then, if \( F(s) \) is holomorphic at \( s = \alpha \), it follows that \( f(x) \) changes signs on an \( X \)-set.

Lemma 8. If \( F(s) \) is defined as in Lemma 7, is holomorphic for \( \sigma > \alpha \), but in no half-plane \( \sigma > \alpha - \varepsilon \) \( (\varepsilon > 0) \) and \( s = \alpha \) is a singular point of \( F(s) \), so that \( \lim_{s \to \alpha} F(s) = +\infty \), then one can still assert that \( f(x) \) changes signs on an \( X \)-set, provided that there exists a \( t \neq 0 \) such that

\[
\lim_{s \to \alpha} \frac{F(s + it)}{F(s)} = \alpha > 1.
\]

Lemma 9 (H. Montgomery [5]). For any given \( \varepsilon > 0 \) there exists a \( T_0 = T_0(\varepsilon) \) such that for \( T > T_0 \), the following holds: Between \( T \) and \( 2T \) there exists a \( t \), for which \( |\zeta(\sigma + it)|^{-1} \leq C(t) \) for \( 0 < \sigma \leq 1 \), and with an absolute constant \( C > 0 \).

Lemma 10 (A. Selberg [8]). There exists an absolute constant \( A > 0 \) and an infinite set of real numbers \( T_\nu \), \( \lim T_\nu = +\infty \), such that for any positive integer \( m \), the inequality

\[
\left|\frac{\nu}{\zeta}(s)\right| < A\log^2 m
\]

holds on the contour \( \sigma = -2m - 1 \), \( t = \pm T_\nu \); \( \sigma = -2m - 1 \), \( |t| < T_\nu \).

5. Proofs of the lemmas

Lemma 1 is the classical decomposition into partial fractions (see also [6], Prob. 5, p. 29).

Lemma 2 seems well known and may be proved by double induction on \( k \) and \( n-m \) (no exact reference comes to mind, but see the related formula in [6], p. 135).

Lemma 3 is an immediate corollary of Lemma 2.

Lemma 4 is used only in the proof of Theorem 6; its proof requires Theorem 5 and is postponed to section 8.

Proof of Lemma 5. One differentiates the functional equation

\[
\zeta(1-s) = 2^{1-s}\pi^{-s}\cos \frac{\pi s}{2} \Gamma(s) \zeta(s)
\]

and sets \( s = 1 + 2\nu \). In all terms but one the cosine vanishes and one obtains the first statement. If one differentiates the equation twice, collects terms and sets \( s = 1 + 2\nu \), one obtains the second statement.

Proof of Lemma 6. By definition, \( G^{(0)}(m_1) = \sum_{m=1}^{m_1} \mu(m)/m \), and

\[
G^{(0)}(m_2) = \sum_{m=1}^{m_2} \sum_{m=1}^{m_2} \mu(m)\mu(m)
\]

so that the lemma holds for \( k = 0 \) and \( k = 1 \). To complete the proof by induction, we assume the lemma already proved for \( k = r-1 \), i.e.

\[
G^{(r-1)}(m_r) = \sum_{m=1}^{m_r} \mu(m)\sum_{m=1}^{m_r} \mu(m)
\]

Then

\[
G^{(r)}(m_{r+1}) = \sum_{m=1}^{m_{r+1}} \sum_{m=1}^{m_{r+1}} \mu(m)\mu(m)
\]

and the formula holds for \( k = r \), hence, for all \( k \).

6. Proofs of Theorems 1, 2 and 3

6.1. Proof of Theorem 1. For \( \sigma > r+1 \),

\[
\frac{1}{\zeta(s-r)} = \sum_{m=1}^{\infty} \mu(m)^r,
\]
so that

\[ M_r(x) = \frac{1}{2\pi i} \int_C \frac{\zeta(s)}{s} \left( \sum_{m=1}^{\infty} \frac{\mu(m)}{m^{s-r}} \right) ds \]

\[ = \sum_{m=1}^{\infty} \mu(m) m^r \cdot \frac{1}{2\pi i} \int_C \frac{(w/m)^s}{s} ds = \sum_{m \geq 2} m^r \mu(m), \]

the interchange of integration and summation being easily justified for \( \sigma > r + 1 + \varepsilon \) (\( \varepsilon > 0 \)). This proves Theorem 1.

6.2. Proof of Theorem 2. By Definitions 1 and 2, and with \( \sigma_r > r \),

\[ G_k(x) = \frac{1}{k!} \sum_{r=0}^{k} (-1)^r \binom{k}{r} M_{k-r}(x) \alpha^{k-r} \]

\[ = \frac{1}{k!} \sum_{r=0}^{k} (-1)^r \binom{k}{r} \alpha^{k-r} \cdot \frac{1}{2\pi i} \int_C \frac{\alpha^s}{s} ds \]

\[ = \frac{1}{k!} \sum_{r=0}^{k} (-1)^r \binom{k}{r} \alpha^{k-r} \cdot \frac{1}{2\pi i} \int_C \frac{\alpha^{s+1-r}}{(s-r+1)\zeta(s)} ds \]

\[ (\sigma_r = \sigma_r - r + 1 > 1) \]

\[ = \frac{1}{2\pi i} \int_C \frac{\alpha^{s+1-k}}{\zeta(s)(s-1)s\ldots(s+k-1)} ds \]

By Lemma 1, the inner sum equals \( \frac{k!}{(s-1)s(s+1)\ldots(s+k-1)} \), so

\[ G_k(x) = \frac{1}{2\pi i} \int_C \frac{\alpha^{s+1-k}}{\zeta(s)(s-1)s\ldots(s+k-1)} ds \]

as claimed.

6.3. Proof of Theorem 3. This follows immediately from Definition 2. On the intervals between squarefree integers, all \( M_k(x) \) are constants so that \( G_k(x) \) is a polynomial in \( x \), with highest coefficient \( M_{k-1}(x+1) \) and where \( x \) is the largest squarefree integer less than \( x \). By differentiation on these intervals,

\[ G_k^{(m)}(x) = \frac{1}{k!} \sum_{r=0}^{k-m} (-1)^r \binom{k}{r} \frac{k!}{(k-r-m+1)!} M_{k-r-m}(x) \alpha^{k-r-m} \]

\[ = \frac{1}{k!} \sum_{r=0}^{k-m} (-1)^r \frac{k!}{(k-r-m)!} M_{k-r-m}(x) \alpha^{k-r-m} \]

\[ = \frac{1}{(k-m)!} \sum_{r=0}^{k-m} (-1)^r \binom{k-m}{r} M_{k-r-m}(x) \alpha^{k-r-m} = G_{k-m}(x). \]

Hence, the assertions concerning the continuity will be proved, if we verify the continuity of \( G_k(x) \) at all integers. Now

\[ \lim_{x \to \infty} G_k(x) = \lim_{x \to \infty} \left( M_{k-1}(x) \right) = \lim_{x \to \infty} \left\{ \frac{1}{m} \sum_{m=1}^{\infty} \frac{\mu(m)}{m} \right\} \]

\[ = \frac{\pi}{\sin \pi} \sum_{m \geq 2} \mu(m) \]

\[ = \pi \sum_{m \geq 2} \frac{\mu(m)}{m} + \frac{\mu(n)}{n} - \left( \sum_{m \geq 2} \mu(m) + \mu(n) \right) \]

\[ = \pi \sum_{m \geq 2} \frac{\mu(m)}{m} - \sum_{m \geq 2} \mu(m) \]

\[ = \lim_{x \to \infty} \left\{ \frac{1}{m} \sum_{m=1}^{\infty} \frac{\mu(m)}{m} \right\} \]

and \( G_k(x) \) is continuous at all integers \( x = n \).

Finally, for all natural integers \( k \), \( G_k^{(m)}(n) = G_k(n) = M_{k-1}(n) \)

\[ = \sum_{m \geq 2} \mu(m)/m, \]

so that \( G_k^{(m)}(n) - G_k^{(m)}(n) = \mu(n)/n \) as claimed.

7. Proof of Theorem 4. We use the representation of \( G_k(x) \) given by Theorem 2 and estimate the integral by Cauchy's Theorem on residues. We apply it to the rectangle of vertices \( a_1 = i(T) \), \( a_2 = 1 + i(T) \), and \( a_3 = 1 + i(T) \), and where \( C \to \infty \) through odd integers and \( T \to \infty \) through a sequence of values \( T = t_k \), \( t_k \to \infty \) and with \( |x(s + t_1)|^{-1} \leq C \) \( \infty \) \( s \leq 1 \).

The existence of such a sequence is guaranteed by Lemma 9. We must:

(i) show that the integrals \( \int_{a_1}^{a_2} \int_{a_2}^{a_3} \int_{a_3}^{a_1} \) can be made arbitrarily small in absolute value, when \( U \) and \( T \) increase in previously stated manner;

(ii) compute the sum of the residues and take the limit of that sum, as \( U \to \infty, \ T \to \infty \).

Then if we denote the integral along the rectangular contour by \( \int \), we shall be able to conclude that

\[ \int \]

\[ = \lim_{x \to \infty} \frac{1}{2\pi i} \int_{c_1}^{c_2} \frac{\alpha^{s+1-k}}{\zeta(s)(s-1)s\ldots(s+k-1)} ds \]

\[ = \lim_{x \to \infty} \left\{ \frac{1}{2\pi i} \left( \int_{c_1}^{c_2} - \int_{c_3}^{c_4} - \int_{c_5}^{c_9} \right) \right\} \].
(i) The estimation of the last three integrals while somewhat lengthy is routine. If \( U = 1 - 2N \) (\( N \) natural integer, \( N \to \infty \)), then the functional equation of the zeta function and the Stirling formula for the \( \Gamma \)-function (for \( T \) arbitrarily large, but constant, and \( 0 < N \to \infty \) yield that

\[
|z(1 - 2N + i\ell)| = \left( \frac{N}{\pi} \right)^{1/2} e^{-1/2} (e^{\pi/2} + e^{-\pi/2}) (1 + o(1)).
\]

From this follows that

\[
\int_{-U - 2T}^{-U + 2T} \frac{x^{s+k-1}}{(s-1)! \ldots (s-k-1)!} \frac{ds}{\zeta(s)} \leq C \left( \frac{N^2}{2N + 1} \right)^{k+1} e^{1/2} \int_{-U}^{2U} e^{-\pi x^2} dx \leq C_1 \left( \frac{N^2}{2N + 1} \right)^{k+1} \frac{1}{2N + 1} e^{-\pi N^2}.
\]

For \( N \to \infty \),

\[
\int_{-U + 2T}^{-U + 2T} \frac{x^{s+k-1}}{(s-1)! \ldots (s-k-1)!} \frac{ds}{\zeta(s)} = \frac{1}{\zeta(s+iT)} \int_{-U}^{2U} e^{-\pi x^2} dx = O(T^{-\frac{1}{2}}),
\]

so that

\[
\frac{1}{\zeta(s+iT)} \int_{-U}^{2U} e^{-\pi x^2} dx = O(\frac{\log T}{\log x})
\]

for \( T \to \infty \). It is only in order to cross the critical strip that we have to take \( T = t \), and use Lemma 9. With this choice we obtain

\[
I = \int_{i}^{i} \frac{x^s}{\zeta(s+iT)} \frac{ds}{\log x} = O\left( \frac{\log T}{\log x} \right)
\]

and vanishes for \( T \to \infty \).

We have shown that

\[
G(x) = \sum_{\zeta(\sigma+iT)} \text{Residues}.
\]

It has to be observed, however, that for \( k = 0 \), the sum that appears in (3), and which corresponds to the sum of the residues of the complex zero of \( \zeta(s) \), may not converge in the usual sense (and certainly does not converge uniformly — otherwise \( G(x) \) would be continuous, which it is not), but only by grouping the terms as dictated by

\[
\lim_{T \to \infty} \sum_{\zeta(\sigma+iT)} \text{Residues}.
\]
For \( k \geq 1 \), the convergence may well be absolute and uniform in \( x \), because \( \sum |y|^{-s} \) converges for \( m \geq 2 \) and \( \theta_m(x) \) is continuous, but we have no information about the way in which \( R = R_q \) varies and neither the absolute convergence of the series, nor its uniform (in \( x \)) are proved.

(ii) The residues. The integrand in (4) is holomorphic at \( s = 1 \) and actually for \( \sigma > 0 \). It has the following poles, with corresponding residues:

(a) \( s = 0 \); simple pole with residue \( \frac{2}{(k-1)!} a_0 x^{k-1} \).

(b) \( s = 1 - 2\tau \), \( 1 \leq 2\tau - 1 \leq k - 1 \); simple poles with residues
\[
\xi(1-2\tau)(-2\tau)(1-2\tau)\ldots(-1)12\ldots(k-2\tau) x^{k-2\tau} = -\frac{2\tau}{k} \frac{1}{B_k} x^{k-2\tau}.
\]

(c) \( s = -2\tau \), \( 0 < 2\tau \leq k - 1 \); double poles with residues
\[
-\frac{1}{k+1} \frac{1}{k} x^{k-2\tau-1} \left( \log x + a_0 \frac{1}{2} \xi'(-2\tau) - \frac{x}{2} \xi''(-2\tau) \right),
\]
with \( a_0 \) as defined in Section 2.

This computation is somewhat lengthy, but routine, and will not be reproduced here. One may now use Lemma 5, in order to replace \( \xi'(-2\tau) \) and \( \xi''(-2\tau) \) by more convenient functions.

(d) \( s = -2n \), \( 2n \geq k \), simple poles with residues
\[
\frac{1}{(2n)!} \frac{1}{(2n+1)!} \xi''(-2n) x^{2n-2k},
\]
here \( \xi'(-2n) \) is to be replaced by its value from Lemma 5.

(e) \( s = \beta + iy \), the complex zeros of \( \xi(x) \); the order of these zeros is unknown, but at least the first 3800000 are known (see [7]) to be simple and with \( \beta = 4 \). To find the residue at an \( r \)-fold zero \( \theta \), we consider the expansion of the integrand \( J \) around \( s = \theta \), set \( y = s - \theta \) and obtain:

\[
J = \frac{x^{k+1}}{(k+1)!} \frac{\log x}{x^{k+1}} \left( \sum_{j=k+1}^{\infty} a_j y^j \right)^{-1}
\]

\[
= \frac{x^{k+1}}{a_k y^k} \left( \prod_{j=0}^{\infty} (\log y - \beta + 1 + m) \right) \times \left( \sum_{j=0}^{\infty} \frac{a_j}{a_0} y^j \right)^{-1}
\]

\[
+ y^{-1} \left( \frac{1}{(r-1)!} \left( \sum_{j=0}^{\infty} \frac{a_j}{a_0} y^j \right)^{-1} \right) + \ldots
\]

Hence, if \( \psi = \arg a_0 \), the coefficient of \( y^{-1} \) is of the form
\[
\frac{\log x - \xi_0}{(r-1)!} \left( 1 + \psi \xi_0 \right),
\]
with \( \psi_0(x) = -\frac{\xi_0(x)}{\xi(x)} \) and with coefficients \( \psi \) that depend (for fixed \( k \)) only on \( \varphi \) (which determines \( r \) as well as all the \( a_0 \)'s). It follows that the residue of the pole \( x = \varphi \) of \( J \) equals
\[
\frac{\gamma^{k+1}}{\gamma^{k+1} + \epsilon \left( \arg a_0 - (r-1) \right)} \exp \left( \frac{\pi}{2} (k+1) - \delta - \psi + \lambda \right)
\]
with \( \lambda = \arg(1 + \psi_0(x)) \). If we pair together the residues corresponding to complex conjugate zeros, their sum is
\[
2 \frac{\gamma^{k+1}}{\gamma^{k+1} + \epsilon \left( \arg a_0 - (r-1) \right)} \cos(\gamma \log x - \omega)
\]
with \( \omega = \delta + \psi - \lambda + \pi(k+1)/2 \). It is clear that, for given \( k \), \( \delta \to 0 \) as \( \gamma \to \infty \) and \( \lambda \to 0 \) for \( x \to \infty \), while \( \psi \) depends only on \( \varphi \) and \( \pi(k+1)/2 \) is constant. If we set also
\[
R = R_\varphi(x) = \frac{(k+1)!}{(r-1)!} \left( 1 + \psi \xi_0 \right),
\]
the sum of all residues corresponding to the complex zeros \( \varphi \) with \( 0 < \gamma < r \) equals
\[
2 \sum_{\varphi: 0 < \gamma < r} \frac{\gamma^{k+1}}{\gamma^{k+1} + \epsilon \left( \arg a_0 - (r-1) \right)} \cos(\gamma \log x - \omega).
\]
By adding up the residues and by using the definitions of \( \Phi_k(x) \) and of \( \psi_k(x) \), we obtain (3), hence Theorem 4. Corollary 1 follows if we set \( k = 1 \) in (3). If we also assume that all complex zeros are simple then \( \psi_k(x) = \lambda = 0 \) and \( \alpha_0 = \zeta'(\sigma); \) assuming also (with \( k = 1 \)) the RH, then
\[
\tau e^{\sigma} = \left( 1 - \frac{1}{2\pi i} \right) \left( 1 + \frac{1}{2\pi i} \right) = 1 + \frac{1}{4\pi^2},
\]
and Corollary 2 is proved (observe an error of sign in (7) of [4]). Corollary 3 follows from Theorem 4 if we observe that \( \Phi_k(x) + \psi_k(x) = O(x^{\theta-1}) \) and that (at least for sufficiently large \( k \)),
\[
G_k(x) = \sum_{r=1}^{\infty} \frac{x^{r-k-1}}{r^k} \frac{R_k}{s} \tau_r,
\]
as \( x \to \infty \) through values for which the cosine equals \( \pm 1 \); hence, \( G_k(x) \), and more accurately still \( \tilde{G}_k(x) \), vanishes only close to values where \( \cos(\tau, \log x - \sigma) = 0 \), so that with \( \alpha_0 = e^{(\sigma + \sigma)\pi i} \), \( \alpha_1 = x_0e^{\pi i \alpha_1} \).

### 8. Proofs of Theorems 5, 6 and of Lemma 4

#### 8.1. Proof of Theorem 5. By Definition 2 and Theorem 1

\[
G_k(x) = \frac{1}{k!} \sum_{r=0}^{k} (-1)^r \binom{k}{r} \zeta(\sigma - r) x^{k-r} = \frac{1}{k!} \sum_{m=1}^{k} (-1)^r \binom{k}{r} x^{k-r} \sum_{m_1,m_2,...,m_r} \mu(m)
\]
\[
= \frac{1}{k!} \sum_{m_1,m_2,...,m_r} \mu(m) \sum_{m=1}^{k} (-1)^r \binom{k}{r} x^{k-r} m^r = \frac{1}{k!} \sum_{m_1,m_2,...,m_r} \mu(m) \sum_{m=1}^{k} (x-m)^k
\]
as claimed.

Remark. This theorem throws evidence into the continuity of \( G_k(x) \) and of its first \( k-1 \) derivatives at all integers. Indeed, if \( \sigma \) is an integer, then for \( m = x \), the last term in the sum vanishes, so that \( \sum_{m=x}^{\infty} \sum_{m_1,m_2,...,m_r} \mu(m) \) stand all for the same sum.

#### 8.2. Proof of Lemma 4. By Lemma 3

\[
\sum_{m=1}^{k} \frac{1}{m!} \sum_{m_1,m_2,...,m_k} \mu(m) m^{n-m} = \frac{1}{k!} \sum_{m=1}^{k} \mu(m) m^{n-m} \sum_{m_1,m_2,...,m_k} \mu(m) m^{n-m} \sum_{m_1,m_2,...,m_k} \mu(m) m^{n-m}
\]
\[
= \frac{1}{k!} \sum_{m=1}^{k} \mu(m) S_{k-1} = \frac{1}{k!} S_{k-1} \mu(m) m^{n-m} \sum_{m_1,m_2,...,m_k} \mu(m) m^{n-m}.
\]

By Theorem 5, the coefficient of \( S_{k-1} \) equals \( r! \Gamma(r) \) and the lemma is proved.

#### 3.3. Proof of Theorem 6. From Lemma 4 it follows that

\[
\sum_{m=1}^{k} \frac{1}{m!} \sum_{m_1,m_2,...,m_k} \mu(m) m^{n-m} \sum_{m_1,m_2,...,m_k} \mu(m) m^{n-m} = \frac{1}{k!} \sum_{r=0}^{k-1} (k-r)! S_r \cdot \Gamma(r) \cdot \Gamma(n-r) \cdot \sum_{m=1}^{k} \mu(m) m^{n-m}.
\]

By Lemma 6, the first member equals \( G^{(n-1)}(n-1) \), so that

\[
G^{(n-1)}(n-1) = G(n) + \frac{1}{k!} \sum_{r=1}^{k-1} (k-r)! S_r \cdot \Gamma(n-r) \cdot \sum_{m=1}^{k} \mu(m) m^{n-m}.
\]

and Theorem 6 is proved.

#### 9. Proof of Theorem 7. By Theorem 2,

\[
aw^{-k}G_k(x) = \frac{1}{2\pi i} \int_{\Gamma} \frac{aw^s}{(s-1)s(s+1)...(s+k-1)} \zeta(s) \, ds
\]
as \( \sigma > 1 \).

By Mellin's inversion theorem, it follows that

\[
\frac{1}{(s-1)s(s+1)...(s+k-1)} \zeta(s) = \frac{1}{2\pi i} \int_{\Gamma} G_k(x) x^{s-k} \, dx = \frac{1}{2\pi i} \int_{\Gamma} G_k(x) x^{s-k} \, dx.
\]

Consequently, for any real constants \( C \) and \( \alpha \),

\[
\frac{1}{(s-1)s(s+1)...(s+k-1)} \zeta(s) = \frac{1}{2\pi i} \int_{\Gamma} G_k(x) x^{s-k} \, dx = \frac{1}{(s-1)s(s+1)...(s+k-1)} \zeta(s) = \frac{C}{s+k-\alpha-1} = F(s),
\]
say. For \( \sigma > \alpha + 1 \), \( k > 1 \), \( F(s) \) is holomorphic and the integral converges. One verifies that if \( \alpha \neq k \), then \( F(s) \) is holomorphic also at \( s = 1 \) and has poles at \( s = 0, -1, -2, ..., -k+1 \); at \( s = \alpha + 1 \); and at the complex zeros \( \zeta(s) \). If \( \alpha < \theta + k - 1 \), then \( F(s) \) is holomorphic for \( \sigma > \theta \), but not holomorphic in any half-plane \( \sigma > \theta + \varepsilon \) \( \varepsilon > 0 \). However, \( F(s) \) is holomorphic at \( s = \theta \), so that Lemma 7 (Landau's Theorem) is applicable and it follows that, for \( \alpha < \theta + k - 1 \), \( G_k(x) = \zeta(s) \) changes signs infinitely often, regardless of the size, or sign of \( C \). In particular, for arbitrarily large, positive \( C \), \( G_k(x) = \zeta(s) > 0 \) on a set \( x_1, x_2, ..., x_n \) and also with \( C_1 = -C \), \( G_k(x) = \zeta(s) < 0 \) holds for \( x_1, x_2, ..., x_n, x_{n+1} \to \infty \); in other words \( G_k(x) > \zeta(s) \) and \( G_k(x) < -\zeta(s) \) both hold on \( X \)-sets. This proves (a).

If \( \alpha = \theta + k - 1 \) and \( \rho = \theta + it \) is a zero of \( \zeta(s) \), then, by Lemma 8, the same conclusion holds, provided that

\[
\lim_{s \to \rho} \left| \frac{F(s + \rho)}{F(s)} \right| = 0.<ref>
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If $\sigma$ is a multiple zero of $\zeta(s)$, then (5) holds trivially. If $\sigma$ is a simple zero, then
\[ F(\sigma) \approx \frac{C}{\sigma - \theta} \quad \text{and} \quad F(\sigma + it) \approx \frac{1}{(\sigma - 1)\ell \cdots (\sigma - k - 1)\zeta'(\sigma)(\sigma - \theta)}, \]
so
\[ \lim_{t \to \pm \infty} \left| \frac{F(\sigma + it)}{F(\sigma)} \right| = \frac{1}{C} \frac{1}{\| (\sigma - 1)\ell \cdots (\sigma - k - 1)\zeta'(\sigma) \|}, \]
and (5) becomes
\[ C < \frac{1}{\| (\sigma - 1)\ell \cdots (\sigma - k - 1)\zeta'(\sigma) \|}; \]
this proves (b).

If the RH does not hold, then $\theta > \frac{1}{2}$ and (c) (and more) follows from (a) for sufficiently small $\varepsilon > 0$. If the RH holds, but there exist multiple zeros $\sigma = \frac{1}{2} + it$, then (5) holds for arbitrarily large $C > 0$. Finally, if the RH holds and all complex zeros of $\xi(s)$ are simple, one obtains (d) from (b) with $\theta = \frac{1}{2}$. Corollary 4 follows immediately from Theorem 7 for $k = 1$, and the remark that $|\sigma - 1| = |\frac{1}{2} + it - 1| = |t|$.

10. The case $f(n) = A(n)$. This section is due to a remark of Professor Ian Richards.

The case $f = A$ is easier to handle than $f = \mu$, because now all complex zeros of $\xi(s)$ lead to poles of the first order.

We now set for integral $r > -1$ and $\sigma > r + 1$,
\[ L_r(x) = -\frac{1}{2\pi i} \int_{(\sigma)} \frac{\zeta'(s)}{\zeta(s)} \frac{x^s}{s} ds = \sum_{n=1}^{\infty} A(n)n^s \]
and define
\[ G_b(x; A) = \frac{1}{k!} \sum_{n=1}^{b} (-1)^r \binom{r}{s} L_{r-1}(x) x^{b-r}. \]
Clearly, as before,
\[ G_b(x; A) = \frac{1}{k!} \sum_{n=b} A(n) n^{b-n}. \]
It follows, as in the proof of Theorem 3, that $G_b(x; A)$ is a spline function, namely a polynomial of exact degree $k$ in the intervals between prime powers, while at $x = p^m$, $G_b(x; A)$ and its first $k - 1$ derivatives, are continuous, but
\[ G_b^{(k)}(p^m + 0; A) - G_b^{(k)}(p^m - 0; A) = p^{-m} \log p. \]
From the integral representation of $L_r(x)$ it follows that
\[ G_b(x; A) = -\frac{1}{2\pi i} \int_{(\sigma)} \frac{\zeta'(s)}{\zeta(s)} \frac{x^{s+k-1}}{(s-1)s \cdots (s+k-1)} ds \quad (\sigma > 1). \]
We can use (6) in order to obtain an explicit formula for $G_b(x; A)$, the crossing of the critical strip being now justified by Lemma 10.

The details of the computations may be suppressed; indeed, they are analogous to those for $G_b(x; \mu)$ of Section 7, only simpler (the poles at $s = \theta$ are now all simple).

With $k'$, $k''$, $\tau$ and $d$ defined as in Theorem 4 and with $\omega = \delta + (k + 1)\pi/2$, the result reads as follows:

**Theorem 8.** Set
\[ k' \theta_b(x; A) = x^a \log x \left[ 1 - \left( \gamma + \sum_{n=1}^{k} m^{-1} \log^{-1} x \right) + k(\log 2\pi x) x^{b-1} - \sum_{n=1}^{k} \frac{k}{2n} \frac{x^2}{n} (1 - 2n)x^{-2n} \right] + \left( \frac{k}{2n} + 1 \right) \log x + d_n, \]
\[ k! \varphi_b(x; A) = (-1)^b \sum_{n=1}^{k} \frac{(2n-k)!}{(2n+1)!} x^{-2n-(1-k)}; \]
then
\[ G_b(x; A) = \theta_b(x; A) + \varphi_b(x; A) - 2 \sum_{\gamma>0} \frac{x^{\gamma-k-2}}{\gamma^{k+1}} \cos(\gamma \log x - \omega), \]
each term of the sum being counted according to the multiplicity of the respective zero $\sigma = \beta + i\gamma$.

The discussion of Section 1 applies, of course, as well to
\[ G_b(x; A) = G_b(x; A) - \theta_b(x; A) - \varphi_b(x; A) \]
as to
\[ G_b(x; \mu) = G_b(x; \mu) - \theta_b(x; \mu) - \varphi_b(x; \mu) \]

The proof of an exact analog of Theorem 7 does not go through, because $s = 1$, the singularity of largest real part of the integrand in (6) is itself real. In fact, it follows from (8) (by proceeding as in the proof of the prime number theorem) that $G_b(x; A) \approx \frac{x^a \log x}{k!}$ and increases monotonically for sufficiently large $x$. The correct oscillation theorem is
Theorem 9. Set

\[ H(x) = G_k(x; A) - x^k \log x + x^k \left( \gamma + 1 + \frac{1}{2} + \ldots + \frac{1}{k} \right); \]

then both inequalities

\[ H(x) \geq \pm C_k x^{0.6 - 1 - \varepsilon} \]

hold on \(X\)-sets, for arbitrarily large \(C > 0\) and arbitrary small \(\varepsilon > 0\) (or with \(\varepsilon = 0\) for \(C > 0\) sufficiently small, if there exists a zero \(\zeta = \theta + i\gamma\)).

The proof follows from the fact that

\[ H(x) = - \frac{1}{2\pi i} \int_{(\sigma)} \frac{\zeta'}{\zeta} (s) + \frac{e^{-\pi x(s-1)}}{(s-1)s \ldots (s+k-1)} \, ds \]

and its details may be suppressed.

The proofs are simpler for \(f = A\), then for \(f = \mu\), and at first glance one may also hope to be able to compute the \(G_k(x; A)\)'s easier than the \(G_k(x; \mu)\)'s, because it is easier to check whether \(n = p^m\), or \(n \neq p^m\), than to factor \(n\) completely into primes. In fact, in order to compute \(G_k(x; A)\) one has to add logarithms, instead of making sums of the form \(1 + 1 + \ldots + 1\), followed by sums of \(\pm 1/m\) (see Lemmas 2, 3, 4 and 6), as needed for \(G_k(x; \mu)\). Also, \(G_k(x; \mu)\) is asymptotically equal to the oscillating sum, which is the relevant element of the explicit formula, while for \(f = A\) only the more complicated function \(H(x)\) is asymptotically equal to that sum. Finally, \(\Phi_k(x; A)\) is much more difficult to compute than \(\Phi_k(x; \mu)\), especially for large \(k\). Actually, already for \(k = 2\), \(\Phi_2(x; \mu) = 2x - 6\), while

\[ \Phi_2(x; A) = \frac{x^2}{2} \left( \log x - \gamma - 3/2 \right) + (x - 1/2) \log 2\pi + \frac{1}{2} \Gamma'(2) + 3\pi^{-1} \zeta'(2). \]

For these reasons no analogues to Theorems 5 and 6 will be given.
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