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1. Introduction and notation. Let \( f \) be a quadratic form with integer coefficients, in any number \( n \) of variables. Then by \( c(f) \), the class-number of \( f \), is meant the number of classes in the genus of \( f \). I showed in [1] that under certain transformations the class-number does not increase. The results of [1], which were used in [2] to show that \( c(f) > 1 \) for every positive-definite \( f \) with \( n > 11 \), will here be improved, so as to make possible some further applications explained in §§ 8, 11 below.

The transformations will be defined in a slightly different way, so that we shall have two alternative ways of dealing with the prime number 2. The effect of the transformations on the arithmetic properties of the form, and the cases in which they leave the class-number unaltered, will be investigated more fully than in [1]. The present paper is independent of [1].

Italic letters, with or without accents and subscripts, denote integers, \( p \) always prime, except \( f, g, h \), used for quadratic forms (always with integer coefficients). Latin capitals, except \( F, G \), also used for quadratic forms, denote square matrices, \( I \) being an identity matrix. Small Latin letter in bold type denote column vectors, with integer elements. An accent is used to denote transposition of a matrix or vector. \( A_n \) is the standard lattice in \( n \)-space, and its points are regarded as column vectors; its origin is \( \mathbf{0} = \{0, \ldots, 0\} \). \( M(A_n) \) is the sub-lattice \( \{Mx : x \in A_n\} \) and \( mA_n \) \((m \neq 0)\) means \( \{mx : x \in A_n\} \).

The matrix \( A(f) = A'(f) \), of the quadratic form \( f \) is defined so that we have the identities

\[
(1.1) \quad f(x + y) = f(x) + \langle x, A(f)y + f(y), \quad f(x) = \frac{1}{2} \langle x, A(f)x \rangle.
\]

The discriminant \( d = d(f) \) is defined by

\[
(1.2) \quad d(f) = \begin{cases} \langle -1 \rangle^k \det A(f) & \text{if } 2 \nmid n, \\ \frac{1}{2} \langle -1 \rangle^{n-1} \det A(f) & \text{if } 2 \nmid n. \end{cases}
\]
It is easily seen that \( A'(f) = -A(f) \pmod{2} \), giving \( \det A(f) = 0 \pmod{2} \)
if \( 2 \nmid n \), so \( d \) is always an integer. We suppose always \( d(f) \neq 0 \); that is, \( f \) non-singular.

The symbols \( \sim, \sim_p, \sim \) denote equivalence over the rational integers,
the real field, and the \( p \)-adic integers respectively; and \( f \sim f' \) means \( f \sim_p f' \) and \( f \sim f' \) for every prime \( p \). So the class and genus of \( f \) are the sets \( \{ f' : f \sim f' \} \) and \( \{ f' : f \sim f' \} \), respectively.

All quadratic equations occurring in the paper are identities.

Now let \( \mathcal{A} \) be a binary relation between quadratic forms. We notice first that if

\[
(f \sim f') \quad \text{and} \quad \begin{align*}
  f &\in \mathcal{A} \quad \text{and} \quad f' \in \mathcal{A} \quad \Rightarrow \quad f \in \mathcal{A} g \\
  g &\in \mathcal{A} \quad \text{and} \quad g' \in \mathcal{A} \quad \Rightarrow \quad f \in \mathcal{A} g \\
  f &\in \mathcal{A} \quad \text{and} \quad g \in \mathcal{A} \quad \Rightarrow \quad f \in \mathcal{A} g \\
  g &\in \mathcal{A} \quad \text{and} \quad g' \in \mathcal{A} \quad \Rightarrow \quad f \in \mathcal{A} g
\end{align*}
\]

then \( \mathcal{A} \) defines, in an obvious way, a mapping from classes to classes. This mapping may or may not be 1-1. We shall express it loosely by writing \( f \in \mathcal{A} g \) with the understanding that \( f, g \) are any representatives of their classes.

We shall say that \( f \) is normalized under \( \mathcal{A} \) if \( f \in \mathcal{A} g \) if and only if \( \det g \) is divisible by \( \det f \); \( \mathcal{A} \) is minimal under \( \mathcal{A} \) if \( f \in \mathcal{A} g \) implies \( \det g \) is divisible by \( \det f \); and \( \mathcal{A} \) is almost minimal under \( \mathcal{A} \) if \( \det g \) is divisible by \( \det f \) implies either \( \det f \) or \( \det g \).

2. Transformations of quadratic forms. For \( m > 0 \), \( e = 0 \) or 1, and \( n \)-ary \( f \) we consider the \( n \times A_m \) satisfying the two congruences

\[
A(f)x = 0 \pmod{m},
\]

\[
2f(x) = 0 \pmod{m}.
\]

It is clear from (1.1) that

\[
A(f)x = 0 \pmod{m}, \quad \text{and} \quad 2f(x) = 0 \pmod{m}.
\]

(2.3)

(2.3) \(- (2.2) \) in case \( s = 1 \) or \( 2 \varepsilon m \).

In case \( s = 0 \), (1.1) shows that (2.1) and (2.2) are together equivalent to \( f(x + z) = f(x) \pmod{m} \) for every \( z \in A_m \). From this remark and (2.3),

\[
A(m, e) = \{ x \in \mathbb{Z}^n : f(x) = 0 \pmod{m} \},
\]

(2.4)

is a sub-lattice of \( A_n \). Clearly \( A(m, e, f) = A(m, e, f') \) if \( f' \) is identically congruent to \( f \) modulo \( m \). And if \( \det T = \pm 1 \) and \( f'(x) = f(Tx) \), then

\[
A(m, e) = T A(m, e) f.
\]

(2.5)

We choose \( M \) so that

\[
M A_m = A(m, e, f),
\]

(2.6)

and note that this remains valid with \( M \) in place of \( M \) and only if \( \det M = \pm 1 \). Moreover, since each column of \( M \) satisfies (2.1), we have \( m | \det A(f) M \), whence by transposition \( m | M A(f) \).

Now we define a form \( g \) by

\[
g(x) = 2^s m^{-1} f(My), \quad A(g) = 2^s m^{-1} M A(f) M.
\]

(2.7)

It is clear that \( g \) has integer coefficients; and \( d(g) \neq 0 \) since the obvious \( A(m, e, f) = M A_m \) implies \( \det M \neq 0 \). We define \( f \rightarrow (m, e) \) to mean that there exists \( M \) such that (2.5) and (2.6) hold. From the remarks following (2.5) and (2.6), (1.3) holds with \( \rightarrow (m, e) \) for \( \mathcal{A} \). So we may regard \( (m, e) \) as a class-to-class mapping; it is the \( m \)-mapping of [1] if \( s = 0 \).

Again using the obvious \( M A_m = M A_m \), we see that \( N = m M^{-1} \) has integer elements and so we may write (2.6), (2.8) as

\[
A(m, e, f) = \{ x : x \in \mathbb{Z}^n, N x = 0 \pmod{m} \},
\]

(2.7)

\[
f(x) = 2^{-s} m^{-1} g(Nx), \quad M N = m I.
\]

(2.8)

In the foregoing, we have worked in the ring \( Z \) of rational integers, but the whole argument goes through in the ring \( Z_p \) of \( p \)-adic integers (p any prime), with \( Z \) embedded in the natural way. Suppose we do so, with forms \( f, g \) having coefficients in \( Z_p \), matrices and vectors having elements in \( Z_p \), and \( \det T \) a \( p \)-adic unit. We obtain a mapping of classes under \( \sim_p \), satisfying (1.3) with \( \sim_p \) for \( \sim \). Back to \( Z \) by specializing, and we have (for all \( p \) and \( m, e ) \)

\[
f \rightarrow f', \quad f \rightarrow (m, e) g, \quad \text{and} \quad f \rightarrow (m, e) g' = g \sim_p g'.
\]

(2.9)

The case \( p \nmid m \) of (2.9) follows also from the first of

\[
f \rightarrow (m, e) g = g \sim_p 2^s m f \quad \text{for} \quad p \nmid m, \quad \text{and} \quad g \sim f;
\]

(2.10)

these are clear from (2.6), (2.8). Using (2.9) and the second half of (2.10), we see that

\[
f \sim f', \quad f \rightarrow (m, e) g, \quad \text{and} \quad f \rightarrow (m, e) g' = g \sim g'.
\]

(2.11)

3. Repeated transformation, easy cases. For \( m, e \) as in (2.6) and \( g, \eta \) satisfying the same conditions, that is, \( g > 0, \eta = 0 \) or 1, we investigate the product of \( \rightarrow (m, e) \) and \( \rightarrow (g, \eta) \). That is, we seek to eliminate \( g \) from

\[
f \rightarrow (m, e) g, \quad g \rightarrow (g, \eta) h.
\]

(3.1)

Choosing \( M \) so that (2.5) and (2.6) hold, we substitute \( g, \eta, g, y \) for \( m, e, f, x \) in (2.1), (2.2), and then substitute for \( g, A(g) \) from (2.6). So we see that \( A(g, \eta, g) \) is the set of \( y \in A_n \) satisfying the congruences

\[
2^{-s} m^{-1} M A(f) M y = 0, \quad 2^{-s} m^{-1} f(My) = 0 \pmod{q}.
\]

(3.2)
Now \( h(x) = 2^g q^{-1} g(Rx) \), where \( RA_n = \Lambda(q, g, f) \), which with (2.6) gives

\[ h(x) = 2^{r+1} m^{-1} g^{-1} f(\bar{P}x), \]

where \( \bar{P} = M \bar{P} \), satisfies

\[ PA_n = \{My: y \in A_n, (3.2)\}. \]

In the easy case \( e, q, \eta = 1, 2, 0 \), we use \( nM \Lambda(A(f), (3.2) \) reduces to \( m|f(My) \). So, by (3.6) and (3.4), \( PA_n \) is the intersection of \( A(m, 1, f) \) and the set of \( \bar{x} \) with \( m|f(\bar{x}) \). This gives \( PA_n = \Lambda(m, 0, f) \), which with (3.3) gives \( f \rightarrow (m, 0) \). So we have

\[ f \rightarrow (m, 0) \rightarrow (m, 1) \rightarrow (2, 0). \]

Next, take \( q = m, \eta = e \). Then (3.2) is easily seen to be satisfied by \( y = N \bar{x} \), where \( N = m^{-1} M \), for every \( \bar{x} \) \( \in A_n \). So if we define

\[ A^{(2)}(m, e, f) = \{My: y \in A(m, e, g)\} \]

we have \( A^{(2)}(m, e, f) \subset A_n \). In (3.6), \( g \) is defined by (2.8) for \( M \) chosen — the choice is clearly immaterial — to satisfy (2.5). So we see that

\[ f \rightarrow (m, e)g \rightarrow (m, e)h \rightarrow h(\bar{x}) = 4^{r+1} m^{-1} g^{-1} f(\bar{P}x), \]

\[ f(\bar{x}) = 4^{r+1} h(\bar{x}), \quad FQ = m \bar{P}, \quad PA_n = A^{(2)}(m, e, f). \]

Now we take \( m \) and \( g \) to be coprime, and note that \( \det M \) is prime to \( g \), because \( MA_n = mA_n \) implies \( (\det M)|m^n \). So we may simplify (3.2) by omitting the factors \( m^n, \bar{P} \). If we then put \( \bar{x} \) for \( My \), (3.2) reduces to

\[ 2^r A(f) \bar{x} = 0, \quad 2^{r+1} f(\bar{x}) = 0 (\text{mod } q); \]

and we see that \( PA_n = MA_n \cap (3.8) = A(m, e, f) \cap (3.8) \). From (2.1), (2.2), and g.c.d. \( (m, g) = 1 \) it follows easily that

\[ A(m, g, f) = A(mg, g, f) \]

for either value of \( e \) or \( \bar{g} \) and by (3.3) we see that (3.3) remains valid with \( A(m, 1 - e, f) \) for \( A(m, e, f) \) if \( 2 \mid m \), and similarly if \( 2 \mid q \). We may moreover omit the factors \( 2^r \) in (3.8) if \( 2 \mid q \) and then we have (3.8) \( = A(q, g, f) \). From these remarks we see that \( PA_n = A(mg, g, f) \), \( g = \max(e, g) \). Now, by (3.3) and (2.6), we find

\[ f \rightarrow (m, e)g, \quad g \rightarrow (g, 0), \quad \rightarrow (m, e) = \rightarrow (mg, e) \]

if g.c.d. \( (2^{r+1} m, g) = 1 \).

4. **Monotonicity of the class-number.** The case \( e = 0 \) of the following theorem is included in [1] (Theorem 1), but the following proof, valid also for \( e = 1 \), is simpler.

**Theorem 1.** The class-number does not increase under any of the transformations of \( 2 \); that is, \( f \rightarrow (m, e)g \) implies \( c(g) \leq c(f) \).

**Proof.** We shall first show that

\( f \rightarrow (m, e)g \) and \( g \rightarrow g' = f' \rightarrow (m, e)g' \) for some \( f' \approx f \).

From \( g \approx g' \) it follows, see, e.g. [3] (p. 68, Theorem 41), for any \( g > 0 \), that some \( g'' \rightarrow g \) is identically congruent to \( g' \) modulo \( g \). Using this result, with \( 2m^2 g \) for \( g' \), we may suppose without loss of generality that \( g = g' (\text{mod } 2m^2 g) \). Now we choose \( M \) so that (2.5) and (2.6) hold, and define \( f' \) by

\[ f'(x) = 2^{r+1} g^{-1} (N x), \]

with \( N = m^{-1} m' \) as in (2.8); whence clearly \( f' \) is identically congruent to \( f \) modulo \( mg \). Now by the remark following (2.4) we have

\[ A(m, e, f') = A(m, e, f) = MA_n, \]

It follows that

\[ f'(m, e)g'(m, e)g(m, e) = g' \]

We notice that \( f, f', g', g' \) are all equivalent over the real field, by (4.2), (2.8) and \( g \approx g' \). So \( f \approx f' \); and it is easily seen that \( d(f) = d(f') \). Now there is a \( q > 0 \) (which we could take to be \( d(f) \)) so that these conditions and \( f \approx f' (\text{mod } q) \) (identically) imply \( f \approx f' \). For this see [3], loc. cit. So by choosing \( q \) suitably we have (4.1).

We now restrict the mapping \( \rightarrow (m, e) \) to the set of classes constituting the genus of \( f \). The image set of classes is included in the genus of \( g \), by (2.11); (4.1) gives the converse inclusion, and the theorem follows.

The next theorem is almost a corollary of Theorem 1.

**Theorem 2.** Suppose that either \( e = 1 \) or \( 2 \mid m \), and that \( f \rightarrow (m, e)g \).

Then \( c'(g) \leq c(f) \), where \( c'(f) \) is the number of classes, in the genus of \( f \), that do not contain disjoint forms.

**Proof.** Suppose first that \( f \) is disjoint, and by renumbering the variables that \( f \) is of the shape

\[ f(x_1, \ldots, x_k) + f(x_{k+1}, \ldots, x_m), \quad 0 < k < m. \]

Define \( g_1 \) and \( g_2 \), up to equivalence, by \( f \rightarrow (m, e)g_1, \quad i = 1, 2 \); and let \( g \) be the form

\[ g_1(y_1, \ldots, y_k) + g_2(y_{k+1}, \ldots, y_n). \]

Because of the conditions on \( e, m \), we may appeal to (2.3), disregard (2.2), and break up (2.4) into two congruences, one involving \( x_1, \ldots, x_k \), the other \( x_{k+1}, \ldots, x_m \), \( f \rightarrow (m, e)g \) follows easily, on satisfying (2.3) with \( M \) of the shape \( M_1, M_2, M_1, k \) by \( k_r, M_2, n_k \) by \( n - k \).

The foregoing argument works also for every \( f \approx f \) that is equival-
lent to a disjoint form. So we may exclude classes of such \( f \)' from the mapping of Theorem 1; and with this further restriction the image set still contains all classes that do not contain disjoint forms. The theorem follows.

5. The case of equality in Theorem 1. We shall prove:

**Theorem 3.** Suppose that \( f \to (m, e) g \) and \( f' \to (m, e) g \). Choose \( h \) so that \( g \to (m, e) h \) and \( M, M_1, N, N_1, P, P_1, Q, Q_1 \) so that (3.5)-(2.8), (3.7) hold as they stand and also with \( f, f_1, M, N, P, Q \) for \( f, f', M, N, P, Q \). Then each of the following is a necessary and sufficient condition for \( f \sim f' \):

(i) \( g \) has an automorph \( S \) such that

\[
MSy = 0 \pmod{m} \iff M_1y = 0 \pmod{m}.
\]

(ii) \( h \) has an automorph \( U \) such that

\[
Pfz = 0 \pmod{m} \iff Pf_1z = 0 \pmod{m}.
\]

and these conditions are equivalent respectively to

\[
S^{-1}NA_n = N_1A_n, \quad U^{-1}QA_n = Q_1A_n.
\]

Proof. The \( S \) of (i) has to have \( \det S = \pm 1 \), since \( g(Sy) = g(y) \) gives \( \det S \cdot d(y) = d(y) \neq 0 \). Similarly, \( \det U = \pm 1 \). With this we see that

\[
MSy = 0 \pmod{m} \iff MSy \cdot m_1A_n = (MS)(S^{-1}NA_n) \iff y \in S^{-1}NA_n.
\]

Treating the other three congruences in (5.1), (5.2) similarly, we get the last assertion follows.

Now assume (i) satisfied; \( S^{-1}NA_n = N_1A_n \) implies \( S^{-1}N = N_1T_1 \), for some \( T_1 \) with \( \det T_1 = \pm 1 \). Now (3.8) and \( g(y) = g(Sy) \) give \( f'(x) = 2^{m-1}g(N_1T_1x) \). These give \( f'(T_1x) = f(x), f \sim f' \).

If we assume (ii) we can argue similarly; so each of (i), (ii) is sufficient.

We may now assume \( f \sim f' \) and choose \( T \) so that \( f'(x) = f(xT) \), \( \det T = \pm 1 \). As remarked in § 2, after (2.4), this gives \( A(m, e) f = T^{-1}A(m, e) f \), that is, \( M_1A_n = T^{-1}M_1A_n \). So for some \( S \) with \( \det S = \pm 1 \), we have \( M_1 = T^{-1}MS \), whence we have (5.1). Similarly, we find \( U \) with \( \det U = \pm 1 \) satisfying (5.2). From (2.6), \( f'(x) = f(Tx) \), and \( M_1 = T^{-1}MS \), \( MSy = M(2^{m-1}g(y)) \), \( M(Sy) = f(My) \), from which \( g(y) = g(Sy) \) follows and so (i) is necessary, as is (ii), by a similar argument.

As an example of the application of Theorem 3, take \( m = 3, e = 0 \), and \( f \) congruent (identically) to \(-3x_1^2 + 3x_2^2 + 3x_3^2 + \ldots + x_9^2 \) (mod 27). Then we have \( f \to (3, 0) g \to (3, 0) h, \) with \( g = -(3y_1^2 + 3y_2^2 + 3y_3^2 + \ldots + y_9^2) \) (mod 9) and \( h = -x_1^2 + x_2^2 + 3x_3^2 + \ldots + x_9^2 \) (mod 3). It is easily seen that \( h \to (3, 0) g, \) and so three applications of Theorem 1 give \( c(e) \neq c(g) \neq c(h) \). We examine the possibilities for \( f \) with \( f \to (3, 0) g \) and \( f \sim f' \).

We appeal to Theorem 3; and it is simpler to work with (ii) rather than (i) and to regard \( f(x) = h(qx) \) as \( h(x) \) with the condition \( P_2 = 0 \) (mod 3) on \( z \). Here \( Q = \text{diag}[3, 1, \ldots, 1], P = 3Q^{-1}, \) then \( P_2 = 0 \) is equivalent to \( z_1 = 0 \) (mod 3). We see that \( P_2 = 0 \) (mod 3) must be consistent with \( h(x) = 1 \) but not with \( h(x) = -1 \) (mod 3), else \( f \sim f' \) is obviously false. This gives us \( P_2 = 0 \iff z_1 = 0 \iff P_2 = 0 \) (mod 3). So (ii) holds with \( U = I \) and Theorem 3 gives \( f \sim f' \).

The argument above depends entirely on the generic properties of \( f_i, g_i, h \). So it gives us that if \( f_1 \approx f_1', \) and \( f_1, f_1 \to (3, 0) g_i \) (\( i = 1 \)), then \( f_1 \sim f_1' \). From this we see that \( f_i = c(g_i) = c(h) \). And this would still hold for the same \( g_1 \) and \( h \)-genera but with \( f_i \) in a different genus, \( = -x_1^2 + 3x_2^2 + \ldots + x_9^2 \) (mod 27).

Now suppose we begin with \( f = 3y_1^2 + 3x_2^2 + 3x_3^2 + \ldots \) (mod 27). Proceeding in the same way, we find that \( P_2 = 0 \) (mod 3) is equivalent to one of \( z_1 = 0, z_2 = 0 \) (mod 3). So \( f \sim f' \) if \( h \) has an automorph \( U \) that interchanges these two congruences; \( c(e) = c(g) = c(h) \) only if every \( h \) has such an automorph.

6. Repeated transformation, the general case. We consider chains

\[
f_{\ell - 1} \to (m_i, e_i) f_i, \quad i = 1, \ldots, k.
\]

We define \( f \to F \) to mean that for some \( k \geq 0 \) there exists a chain (6.1) with \( f_k \sim f \) and \( f_{\ell - 1} \sim F \); and \( f \to F \) to mean \( f \to F \to f \). Repeated application of Theorem 1 shows that \( f \to F \) and \( f \to F \) imply \( c(F) \leq c(f) = c(f) \), respectively. Next, \( f \to F \) (\( F \) for Gaussian) means the same as \( f \to F \) except for the restriction

\[
e_i = 1 \quad \text{for every even } m_i
\]

and \( f \to F \) means \( f \to F \) for even. These two relations are of interest in connection with Theorem 2.

It follows at once from (3.10), lengthening the chain (6.1) by factoring the mappings, that we can impose the restriction

\[
e_i \text{ each } 2^{e_i} \text{ is a power of some prime } p_i,
\]

whence \( e_i = 0 \) if \( m_i \) is odd, without affecting any of the foregoing definitions. Further, we define \( \to \) and \( \\), for each prime \( p \), like \( \to \) and \( \\), but with the condition (6.3) and each \( p_i = p \). Finally, \( \to \) and \( \\) are defined like \( \rightarrow \) and \( \\
\), but with every \( e_i = 1 \).

By repeated use of (2.6), the end points \( f, f_k \) of the chain (6.1) are related by an identity of the shape

\[
f_k(x) = 2^{e_1 + \ldots + e_k} (m_1 \ldots m_k)^{-1} f_1(x), \quad \det V(m_1 \ldots m_k).
\]

If there exists an integer \( v \) such that \( 2^{e_1 + \ldots + e_k} (m_1 \ldots m_k)^{-1} = v^2 \), and \( V = \omega V, T \) having integer elements and \( \det T = \pm 1 \), then we shall say
that the chain (6.1) is closed; if so, $f_i \sim f_k$, and $f_i \leftrightarrow f_i$ for $i = 1, \ldots, k$. (6.1) may be called a $p$-chain if it satisfies (6.2). A $p$-chain if it satisfies (6.3) with all $p_i = p$. We notice that if we keep the same $m_i, e_i$, but replace $f_j$ by a form $f_j$ identically congruent to $f_j$ modulo $m_1, \ldots, m_k$, and the other $f_i$ by suitably chosen forms $f_i$, then we have a new chain satisfying (6.4) with $f_j, f_i$ for $f_j, f_i$ and with the same $m_i, e_i$, $V$. So this chain is closed if and only if (6.1) is so.

Now suppose that (6.3) holds and that, for some $i < k$, $p_i \neq p_{i+1}$. Then we may interchange $(m_i, e_i)$ and $(m_{i+1}, e_{i+1})$ by (3.19), replacing $f_i$ by some suitable $f_i$, but, see (3.9), not altering $f_j, f_k$ or $V$. So again we have a new chain that is closed if and only if the old one is so. Further, suppose that by such interchange we obtain a chain which is a union of $p$-chains with distinct $p$ (placed end to end); it is easily seen that the original chain is closed if and only if each of these $p$-chains is so. For we have for each $p$-chain an identity of the shape (6.4) with the numerical factors and $|\det V|$ each a power of $p$; and on eliminating the unwanted $f_i$ from these identities we get (6.4) without any cancellation.

Using the case $k = 1$ of (6.4), see again (2.6), we see that if (6.3) holds then

$$d(f_i)/d(f_{i-1})$$

Now, see the definitions at the end of §1, we state and prove:

**Theorem 4.** (i) $f$ is normalized under $\sim$ if and only if it is so under $\sim p$ for every $p$.

(ii) (i) above remains valid with 'minimal' in place of 'normalized'.

(iii) $f$ is almost minimal under $\sim$ if and only if it is almost minimal under $\sim p$ for some prime $q$, and minimal under $\sim p$ for every $p \neq q$.

(iv) (i)-(iii) above all remain valid with $\sim p$ for $\sim$ for $\sim$.

**Proof.** Suppose first that $f$ is normalized under $\sim$; that is, that every closed chain (6.1) with $f_i \sim f_i f_k$ satisfies $d(f_i) \geq d(f_j)$ for $i = 1, \ldots, k$. Because of (6.4), this remains true for any $p$ if we restrict (6.1) to be a $p$-chain, so $f$ is normalized under $\sim p$, and we have the 'only if' of (i). Proof of the 'if' is similar but simpler; and (ii)-(iv) are proved in the same way.

When the chain (6.1) is a union of $p$-chains it can be abbreviated, for some $l \leq k$, and with $f^{(0)} = f_0, f^{(0)} = f_0$, to

$$f^{(i)} \sim p_i f_{i-1} f^{(i)}$$

**Theorem 5.** (i) $f \rightarrow F$ if and only if there exists a chain of the shape (6.6), with $f^{(0)} \sim f$ and $f^{(0)} \sim F$; and if so, $F \rightarrow f$ if and only if

$$f^{(i)} \sim p_i f^{(i-1)}, i = 1, \ldots, l.$$

**Proof.** As for Theorem 4.

7. **The relation $\sim p$, $p > 2$**. In this section $p$ is a fixed odd prime, so, for any $f$, there are integers $a_1, e_i$ such that

$$(7.1) \quad f \sim \sum_{i=1}^n a_i p^{i e_i}$$

Then it is well known that $u$ and $v$ are invariant under $\sim p$. We next write

$$(7.3) \quad \sim p (0, 0) \rightarrow F$$

the form $F$, so defined (up to equivalence) may be called the $p$-adic reciprocal of $f$. We note that, for any $w \geq 0$,

$$f \rightarrow \sim p (0, 0) f = g \sim \sum_{i=1}^n a_i p^{i e_i}$$

In proving (7.4) we may by (2.9), without loss of generality, suppose $f$ equal to the disjoint form on the right of (7.1). Then by treating this disjoint form as in the proof of Theorem 2 the case $n \geq 2$ reduces to the case $n = 1$, which is easy, see (2.1)-(2.6). It follows at once from (7.4) that

$$u(g, p) - u(f, p) \leq u(f, p) - u(f, p)$$

So the non-negative $p$-adic invariant $v - u$ is non-increasing under $\sim p$; that is,

$$f \rightarrow \sim p F = v(F, p) - u(F, p) \leq v(f, p) - u(f, p)$$

In particular, with the $g$ of (7.4) for $F$, equality holds in (7.5) if and only if either $w \leq u$ or $w \geq v$.

In these two cases we can improve (7.4) to

$$(7.6) \quad f \rightarrow \sim p (0, 0) f = g \sim \begin{cases} p^{v} f & \text{if } w \leq u, \\ p^{v} \sim F & \text{if } w \geq v. \end{cases}$$

For the first of these, note that $f$ is identically 0 modulo $p^w$ and so (2.1), with $m = p^w$, is vacuous and we may take $M = F$ in (2.6). For the second, suppose $w > v$ by (7.3), then (2.1) implies $p^{v} \sim F$, as is easily seen from (7.1); and if we put $w = p^{v} \sim e$ in (2.1) and cancel $p^{w}$, we see that (2.1) holds if and only if $w \neq A(p^w, 0, f)$. So, looking at (2.6), we have $g \sim p^{v} F (p^{v} \sim e) = p^{v} \sim F$. We next prove

$$(7.7) \quad F \rightarrow \sim p (0, 0) f,$$

whence by (7.3), $f \rightarrow \sim p F$. Theorem 4.
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By using (7.4) twice over, and noting that \(|v - |v - e_i| = |e_i|\), we find a chain

\[ f \rightarrow (p^n, 0)F_p \rightarrow (p^n, 0)G, \]

with a \(G\) for which \(G \sim f\) is obvious, but \(G \sim f\) is needed for (7.7). Now \(G \sim f\) is immediate in the special case \(f = f_s, f_0\) being the right member of (7.1). So by the arguments following (6.4) it follows from the weaker hypothesis \(f \sim_f (\text{mod} p^n)\) (identically); and this hypothesis is easily seen to involve no loss of generality. Alternatively, (3.7), with \(m, e = p^n, 0\), gives \(G = \Theta(Q)\) with \(|\text{det} Q|\) a power of \(p\), so \(n = 1\) because of \(f \sim \Theta\), and again we have (7.7). From (7.6) and (7.7) it is easily seen that

\[ f_p \rightarrow p^f. \]

We now state and prove:

**Theorem 6.** For every odd prime \(p\), with the notation above, we have:

(i) \(f \sim f\) if and only if either \(E \sim p^f F\) or \(E \sim p^f E\) holds for some integer \(r\);

(ii) \(f\) is normalized under \(\sim f\) if and only if \(u = 0\) and \(e_i + \ldots + e_n \leq \frac{1}{2}nu\); 

(iii) \(f\) is minimal under \(\sim f\) if and only if \(v - u = 0\) or \(1\); 

(iv) \(f\) is almost minimal under \(\sim f\) if and only if either (a) \(v - u = 2\) or (b) \(v - u = 3\) and none of the \(e_i = u + 1\) or \(u + 2\); 

(v) for every \(f, f'\) \(E\) holds for some \(E\) which is minimal under \(\sim f\); 

(vi) for every pair \(f, F\) as in (v) but with \(f\) not minimal, \(f \sim f' \rightarrow F\) for some almost minimal \(g\); 

(vii) if \(\alpha, \beta\) are the numbers of even, odd \(e_i\) in (7.1) then \(|\alpha - \beta|\) is invariant under \(\sim f\).

Proof. The ‘if’ of (i) is clear from (7.7), (7.9) and the transitivity of \(\sim f\).

It is easy to see that the \(p\)-adic reciprocals of \(p^f, E\) are \(p^f, p^{-n} f\) respectively, so the conditions to be proved necessary (for the ‘only if’ of (i)) are unaltered by replacing \(f\) by the \(g\) of either case of (7.6). On the other hand we have

\[ f \rightarrow (p^n, 0)G \rightarrow h \quad \text{and} \quad u < w < v \quad \text{imply} \quad h \sim f. \]

For on going from \(f\) to \(g\) the exponent difference \(v - u\) undergoes a decrease which by (7.5) cannot be made good on further mappings, from \(g\) to \(h\) and then to \(f\). Constructing a \(p\)-chain from \(f\) to \(E\) and back to \(f\), an easy induction on its length completes the proof of (i).

For (ii) we note that, by definition, \(f\) is normalized under \(\sim f\) if and only if \(|d(f)| \leq |d(E)|\) for every \(E \sim f\), Using (i), it evidently suffices to take \(E = p^w f\) or \(E\); then \(d(f)/d(E) = p^{w} p\), with \(s = -2e_1 + \ldots + (w - 2e_n)\). This gives the result.

For the ‘only if’ of (iii), supposing \(v - u \geq 3\), we choose \(w\) with \(u < w < v\), and then (7.10), with any \(h\), say \(g = g_{w, 0}\), gives \(f \sim g_{w, 0} f\) and so \(f\) is not minimal. On the other hand, if \(v - u = 0\) or \(1\), (7.6) is always applicable and with (i) gives \(f \sim g_{p} = g_{p}^f f\) for every \(w\). From this the ‘if’ of (iii) follows.

In the proof of (iv) we may by (iii) assume that \(v - u \geq 3\), and then from the definition in § 1 it follows easily that \(f\) is almost minimal under \(\sim f\) if and only if there exists \(w\) for which \(f \sim (p^n, 0)g\) implies \(g \sim f\) and \(g\) not minimal under \(\sim f\). Using (iii) this means that we cannot have \(1 < w < v\) if \(w < v\) or \(w\) if \(v < w\). Using (7.4), this pair of inequalities can be expressed as

\[ 1 < \max_i |w - e_i| - \min_i |w - e_i| < v - u. \]

Now \(w = u + 1\) satisfies (7.11) if \(v - u \geq 4\), so supposing \(v - u < 3\) and noting that (7.11) implies \(u < v < v\) the proof of (iv) is easily completed.

(v) is trivial if \(f\) is minimal, and nearly so if \(f\) is almost minimal; the construction for (iv) gives an induction on \(v - u\) in the remaining case. (vii) follows easily from (v). For (vii) we look at (7.4) and note that

\[ |\alpha - \beta| = |\alpha - \beta| \equiv 0 \quad \text{(mod 2).} \]

8. The relations \(\sim f, \sim f\).

For \(p = 2\) we have to replace (7.1) by

\[ f \sim \sum_{j = 0}^{\infty} 2^{e_j} \Omega_{j, \alpha_j} + \sum_{j = 0}^{s} 2^{e_j} \theta_j(\sigma_{j+2j-1}, \sigma_{j+2j}), \]

where the \(\theta_j\) are binary forms with odd discriminants, the \(\alpha_j\) are odd integers, and \(\sigma_j, \eta_j\) are non-negative integers with \(\sigma + 2\eta = n\). If we write

\[ e_{j+2j-1} = e_{j+2j} = \eta_j - 1 \quad \text{for} \quad j = 1, \ldots, \eta, \]

then we can define \(u = u(f, 2)\) and \(v = v(f, 2)\) just as in (7.2). We define the 2-adic reciprocal of \(f\), cf. (7.3), by

\[ f^* \sim (2^{\eta+1}, 1)F_s. \]

Corresponding to (7.4), and proved in the same way, we have

\[ f \sim (2^{\eta+1}, 1)g \sim \sum_{j = 0}^{s} 2^{e_j} \alpha_j \Omega_{j, \alpha_j} + \sum_{j = 0}^{s} 2^{e_j} \eta_j - 1 \theta_j(\sigma_{j+2j-1}, \sigma_{j+2j}). \]

From this and (8.2) we see that we have

\[ e_0(g) = |w - e_0(f)| \]

as in § 7.
The form \( f \) may be called Gaussian if its product terms all have even coefficients, or equivalently if \( 2|A(f) \). Clearly, by (8.4),

\[(8.5)\]

\[ f \rightarrow (2^{n+1}, 1/g \rightarrow 2|A(g). \]

This shows that we lose nothing by considering Gaussian forms only, for the rest of this section. For such forms it is easily seen that (7.5)–(7.9) hold good with 2 for \( p \), \( \rightarrow (2^{n+1}, 1) \) for \( \rightarrow (p^n, 0) \), \( \rightarrow \) for \( \rightarrow \), and \( \rightarrow \) for \( \rightarrow \)

We also have

**Theorem 7.** For Gaussian forms, Theorem 6 remains valid for \( p = 2 \), if \( \rightarrow \) and \( \rightarrow \) are replaced by \( \rightarrow \) and \( \rightarrow \).

Proof. Because of the remark following (8.4), we can argue just as in the proof of Theorem 6. The restriction to Gaussian \( f \) ensures \( r_j \geq 1 \), \( e_i > 0 \), \( u_j \geq 0 \).

Theorem 4–7 can be used to deduce what we need to know about \( \rightarrow \).

In particular, we have

**Theorem 8.** Let \( f \) be an \( n \)-ary positive-definite quadratic form with integer coefficients such that every class in the genus of \( f \) contains a disjoint form (that is, \( c(f) \), defined in Theorem 2, is zero). Then there exists a square-free integer \( q \) and \( n \) matrices \( B, C \), each with integer elements, such that \( C = qB^{-1}, \det B|\det C \), and the Gaussian form \( x^T B x \) satisfies all the conditions imposed on \( f \).

Proof. By Theorems 4–7, there exists a form \( F \) with \( \rightarrow \), \( F \) and \( F \), and minimal under \( \rightarrow \). Replacing \( F \) by \( 2F \) if necessary, and using (8.5), \( F \) is Gaussian, so \( B = \frac{1}{2}A(F) \) has integer elements. \( C = qB^{-1} \) also has integer elements if we define \( q \) as the least common denominator of the elements of \( B^{-1} \). By Theorem 4, \( F \) is normalized and minimal under \( \rightarrow \) for every \( p \), and under \( \rightarrow \). Using (ii) and (iii) of Theorem 6, and Theorem 7, this gives \( u_j = 0, v_j = 0, e_i = 0, + \), \( c_j = 0, \) for each \( p \). It follows easily that \( q \) is square-free and \( \det B|\det C \). Repeated application of Theorem 2 shows that \( c'(F) \leq c'(f) \), so \( c'(F) = 0 \) and this completes the proof.

I hope to use Theorem 8 later to prove the

**Conjecture.** For given \( n \) there exists a form \( f \) satisfying the hypotheses of Theorem 8 if and only if \( 2 \leq n \leq 3 \).

I have proved this conjecture for large \( n \) in an unpublished manuscript, using Siegel's formula for the weight of a genus, and Theorem 8; for \( x^T B x \) as in Theorem 8 the weight formula becomes considerably simpler than it is in general.

**9. Statement of results on \( \rightarrow \).** Clearly, for every \( f \),

\[(9.1)\]

\[ f \rightarrow (1, 1, 2f) \rightarrow (2, 0), \quad \text{whence} \quad f \rightarrow 2f. \]

for \( r \geq 0 \); and putting in factors 2 to avoid complication with non-Gaussian forms we have trivially

\[(9.2)\]

\[ 2f \rightarrow 2F \rightarrow 2F. \]

We therefore have (using Theorem 7) a necessary and sufficient condition for \( f \rightarrow 2F \) if we can determine all the cases in which

\[(9.3)\]

\[ f \rightarrow 2F \] is true but \( 2f \rightarrow 2F \) is false.

We write \( [a, b, c, \ldots] \) for a diagonal form with coefficients \( a, b, c, \ldots, \) and \( \psi \), for the sum of the \( \psi \) in (8.1) with \( r_j = r, r = 0, 1, \ldots \). Then we can abbreviate (8.1) to

\[(9.4)\]

\[ f \rightarrow [2^{n}a_1, 2^{n}a_2, \ldots] \rightarrow \psi_0 + 2\psi_2 + 4\psi_4 + \cdots. \]

It will sometimes be convenient to put in one or two 0's after \( 2^n a \), or to put \( +2^m \psi \) after ... thereby indicating that \( \psi \) is identically 0 for all \( r > s \), and possibly also for some or all of the \( r \geq s \).

With this notation we give examples to show that (9.3) is possible.

Each of them can, with \( m = 2 \) or \( 3 \), be written in the shape

\[(9.5)\]

\[ f \rightarrow (m, 1) \rightarrow (2, 0, 1) \rightarrow (m, 1) \rightarrow (2, 0, 1) \rightarrow (m, 1) \rightarrow f_0, \]

\[(9.6)\]

\[ f \rightarrow (2m, 1) \rightarrow (2m, 1, 1) \rightarrow (2, 0, 1) \rightarrow (2m, 1, 1) \rightarrow f_1, \]

\[(9.7)\]

\[ f \rightarrow f_1, f_1 \text{ always}, \quad 2f \rightarrow 2f_1 \text{ only if } \{j, j'\} = \{0, 1\} \text{ or } \{2, 3\}. \]

**Example 1.** Take \( m = 2 \) and \( a = b = c = d = e = \pm 1 \) or \( a, b = \pm 1, \pm 3 \), \( a', b' = \pm 1, \pm 3 \), and let \( f_0, \ldots, f_3 \) be

\[ [a, b] + 2\psi_1, \quad [a, b] + 4\psi_2 + 2\psi_1, \]

\[ [a', b'] + 2\psi_1, \quad [a', b'] + 2\psi_2 + 4\psi_1. \]

It is easy to verify (9.5) and (9.6), whence the first part of (9.7); and we note that \( f_2, f_3 \) are the 2-adic reciprocals of \( f_0, f_1 \). Using Theorem 7, if the second half of (9.7) is false then \( 2^3 f_2 \rightarrow f_0 \) or \( f_1 \), for some \( a \) which is obviously 0. The first alternative gives \( \psi_0 = \psi_1 = 0 \). The second can be excluded by choosing \( \psi_0, \psi_1 \) not to have the same number of variables.

**Example 2.** \( m = 3 \), \( a_1 \text{ odd, } a_1, a_2 \text{ each odd or } 0, f_0, \ldots, f_3 \) are

\[ [a_1, a_1, 2a_2] + \psi_0 + 2\psi_1 + 4\psi_2, \quad [2a_1, 2a_2, a_3] + 8\psi_0 + 4\psi_1 + 2\psi_2, \]

\[ [a_1, a_2, a_3] + 4\psi_1 + 2\psi_2 + 3\psi_3, \quad [2a_1, 2a_2, a_3] + 8\psi_0 + 4\psi_1 + 8\psi_2. \]

It can be shown exactly as in Example 1 that this gives all we require, except possibly the second half of (9.7), which, crudely, can fail only if \( \psi_0 \) and \( \psi_2 \) have equally many variables.
More generally, with $f_0, \ldots, f_8$ as in either of these examples, (9.3) holds if there exist $f', F'$ such that

$$2f \sim 2f', \quad 2F \sim 2F', \quad f', F' \sim f_0, F_0.$$  

\textbf{Theorem 9.} (9.3) holds only if there exist $f', F'$ satisfying (9.8), with $f_0, f_2$ as in Examples 1 and 2.

It may be noticed that the conditions on $a, b, a', b'$ could be weakened to $ab \equiv 1 (\text{mod } 4)$ and $a', b' \equiv \pm a, \pm b$, with the $+$ or $-$ sign according as $ab = 1$ or $-3 (\text{mod } 8)$; and then by symmetry (interchanging $y$ and $z$) $f_0$ and $f_2$ can be interchanged in (9.8).

\textbf{Theorem 10.} To every $f$ there corresponds an $F$ such that $f \sim F$ and $F$ is minimal under $\sim$. A form is minimal under $\sim$ if and only if it is 2-adically equivalent to a multiple of one of the following:

(i) $y^2 + 2y$;

(ii) the forms $f_0, \ldots, f_8$ of Example 1 above;

(iii) the $f_0, \ldots, f_8$ of Example 2, with $a_2 = 0, a_1 a_3$ odd, and $z = 0$;

(iv) the $f_0, \ldots, f_8$ of Example 2, with $a_0 = a_2 = 0, a_2$ odd, and $y = 0$.

In case (i), $y^2 + 2y + (2, 0)2y + y^2 + (2, 0)2y + 2y$, so $y^2 + 2y$ is normalized only if its discriminant does not exceed that of $2y + y^2$, that is, only if $y^2$ has at least $\frac{1}{2}y$ variables. Similarly, the normalized forms can be picked out in cases (ii)-(iv).

\textbf{Theorem 11.} $f$ is almost minimal under $\sim$ if and only if there exist $f', F'$ such that $f \sim f' \sim F$ and $F$ is one of

(9.9) \quad \{a, b\} + 2y + 4z, \quad \forall y, y = 0, \quad \text{and either } a = 0 \text{ or } 4 \mid a;

(9.10) \quad \{a, b\} + 2y + 4z, \quad \forall y, y = 0, \quad \text{and } ab = 1 \text{ or } 2 (\text{mod } 4);

(9.11) \quad \{a, b\} + 8y, \quad \forall y, y = 0, \quad \text{and either } a = 0 \text{ or } 2 \mid a;

(9.12) \quad \{a, b\} + 8y + 2z, \quad \forall y, y = 0, \quad \text{and } ab = 1 \text{ or } 2 (\text{mod } 4);

(9.13) \quad \{a, b\} + 2y, \quad y = 0, \quad \text{and } a \equiv 0 \text{ if } 2 \mid a;

(9.14) \quad \{1, a\} + 2y + 2z, \quad a \equiv 1 (\text{mod } 4);

(9.15) \quad \{2a, b\} + 2y + 2z, \quad ab \equiv 1 \text{ or } 2 (\text{mod } 4);

(9.16) \quad \{2a, b\} + 2y + 4z, \quad ab = 1 (\text{mod } 4);

(9.17) \quad \{1, 2b\} + 2y + 4z, \quad 2 \mid ab;

(9.18) \quad \{1, -1, 2a, 2b\} + 2y + 4z, \quad ab = 1 (\text{mod } 4);

(9.19) \quad \{a, 8b\} + 2y + 4z + 8y, \quad 2 \mid ab, \quad y = 0;

(9.20) \quad \{1, -1, 4a\} + 2y + 4z + 8y, \quad 2 \mid a, \quad y = 0;

(9.21) \quad \{1, -1, 2a, 4b\} + 2y + 4z + 8y, \quad 2 \mid ab, \quad y = 0.$

If $f$ is not minimal, $f \sim F$, and $F$ is minimal, then $f \sim g \sim F$ for some $g$ which is almost minimal under $\sim$.

\textbf{10. Proof of Theorems 9-11.} We need to normalize (8.1), and (9.4), by making $v$ as small as possible. To do so, note that, for odd $a_1$,

(10.1) \quad \{a_1, a_2, a_3\} \sim \{a_1 + a_2 + a_3\},

with $d(0) = -a_1 a_2 a_3 (a_1 + a_2 + a_3)$. This gives us that we may suppose no three of the $e_i$ equal, or more precisely

(10.2) \quad e_1 \leq \ldots \leq e_r, \quad e_1 < e_i + 2 \text{ if } i \leq r - 2, r_1 \leq \ldots \leq r_e.

With this condition it is easily seen that

(10.3) \quad 2 \mid \Delta (f) \quad \text{and} \quad f \rightarrow (2, 0) \Rightarrow h \sim h_1 + h_2,

where

(10.4) \quad h_i = 0, \quad 2a_i x_i^2, \quad \text{or} \quad \frac{1}{4}a_i (2x_i + x_i^2)^2 + \frac{1}{4}a_i x_i^2,

according as the number of zero $e_i$ is 0, 1, or 2; and $h_i$ is derived from the right member of (8.1), or (9.4), by omitting the terms with odd coefficients and dividing the others by 2. In the third case of (10.4), if $a_1 a_2 \equiv -1 (\text{mod } 4)$ we have $h_1 = 29, d(0) \text{ odd}$; but if $a_1 a_2 = 1 (\text{mod } 4)$ then $h_1 \sim \pm (a_i x_i^2 + a_i x_i^2)$, with the $+$ or $-$ according as $a_i a_3 = 1 \text{ or } -3 (\text{mod } 8)$.

It will be convenient to postpone the proof of Theorem 9.

\textbf{Deduction of Theorem 10 from Theorem 9.} For given $f$, suppose $f \sim (x, m) g$, $m$ a power of 2. Then the possibilities for $g$ up to equivalence can be found by using (3.6) and (7.6); there are infinitely many, but if we write $g = 2^r h, r \geq 0$ and $h$ 2-adically primitive, then there are only finitely many possibilities for $h$.

In particular, taking $f$ to be 2-adically equivalent to a form of one of the shapes (i)-(iv), we find either $h \sim f$ or $P_2$, see (7.3), or $h$ equivalent to one of the other two members of the quadruplet of Example 1 or 2 to which $f$ belongs. In each case $h \sim f$ is clear, so $f \sim g \sim h \sim f$, $f \sim g$, and $f$ is minimal. By (9.1) is $2^r f, r \geq 0$. This proves the 'if' of the theorem.

Now, starting with any $f$, a sufficiently long chain (6.1) with mappings $\rightarrow (2, 1), \rightarrow (2, 0)$ alternately gives $f \sim g$, for some $g \sim g'$, $g'$ one of (i)-(iv). This is easily verified, and using the 'if' it gives the first assertion of Theorem 9.

Specializing by taking $f$ to be minimal, $f \sim g$ implies $g \sim f$, and so Theorem 9 gives the 'only if'.

\textbf{Deduction of Theorem 11 from Theorems 9, 10. Let $f$ be one of the forms that we have to prove almost minimal; whence by Theorem 10 we see that $f$ is not minimal. Proceeding as in the first part of the proof.
above, we find that \( f \mapsto (m, \varepsilon) g, m \) a power of 2, implies either \( g \mapsto f \) or \( g \) minimal. Clearly this is also implied by \( f \mapsto g \), and so \( f \) is almost minimal. This gives the \( \varepsilon \)’.

For the ‘only if’ suppose \( f \) not minimal; then \( f \mapsto g \) for one of the \( g \) that have been proved almost minimal. This is more subtle than the corresponding argument for the ‘only if’ of Theorem 10; but I leave it to the reader with the remark that it suffices to use \( \rightarrow (2, 0) \) and \( \rightarrow (2^{n+1}, 1) \), \( n \leq 3 \).

Now if \( f \) is almost minimal, \( g \mapsto f, f \mapsto g \), and Theorem 9 gives us the ‘only if’.

The argument just used will not prove the remaining assertion, because \( F \) has to depend only on \( f \), not on \( g \). We construct a chain under \( \rightarrow \) with each link irreversible:

\[
(10.5) \quad f_{i-1} \rightarrow f_i \rightarrow f_{i-1}, \quad i = 1, \ldots, k;
\]

\[
f_0 = f, \quad f_1, \ldots, f_{k-1} \text{ all normalized, } \quad f_k = F;
\]

for given \( f, F \) satisfying \( f \rightarrow F \), \( F \) minimal, \( f \) not so, whence \( k \geq 1 \), and the \( f_i \) are pairwise inequivalent. If, for fixed \( f, F, k \) is bounded we choose the chain (10.5) to make \( k \) maximal; then \( g = f_{k-1} \) gives \( f \rightarrow g \rightarrow F \), \( g \) almost minimal. So suppose \( k \) unbounded. Since there are only finitely many classes with \( d(f) \) is unbounded. So, with \( u_i = u(f_i, 2) \) and \( v_i = v(f_i, 2) \) as in (7.2), (8.2), and \( u_i = 0 \) by (10.5), \( v_i \) is unbounded. It is however easily seen from (3.5), (8.4), (10.3) that \( \max (2, v - u) \) is non-increasing under \( \rightarrow \). So we have a contradiction which completes the proof.

For Theorem 9 we need some further preliminaries. We define

\[
(10.6) \quad e(f) = e_i - e_i \quad (= 0 \text{ if } \nu = 0);
\]

\[
(10.7) \quad e'(f) = \max \{ e_i + 1 - r_i; \; i \leq n; \; j \leq g \} \quad (= 0 \text{ if } \nu = 0);
\]

\[
(10.8) \quad e''(f) = r_i - r_i \quad (= 0 \text{ if } \nu = 0).
\]

From (8.4) we see that

\[
(10.9) \quad f \mapsto (2^{n+1}, 1) g \Rightarrow \nu(g) \leq \nu(f), \quad e(g) \leq e(f),
\]

and if \( \nu(g) = \nu(f) \), then also \( e'(g) \leq e'(f) \), \( e''(g) \leq e''(f) \).

From (10.3), (10.4) we have

\[
(10.10) \quad 2 | A(f) \text{ and } f \mapsto (2, 0) h \Rightarrow \nu(h) \leq \nu(f), \quad e(h) \leq e(f),
\]

and if \( \nu(h) = \nu(f) \), then \( e''(h) \leq e''(f) \).

Now consider the possibility

\[
(10.11) \quad 2 | A(f), \; 2 | f, \; f \mapsto (2, 0) h, \quad \nu(h) = \nu(f), \quad e(h) = e(f), \quad e''(h) = e''(f).
\]

Straightforward calculation shows that (10.11) implies that the invariants of \( f \) satisfy

\[
(10.12) \quad \nu > 0, \quad e_i = 0, \quad e_i \leq 1, \quad r_i \leq 2 \text{ (or } \nu = 0),
\]

and if \( \nu \geq 2 \) and \( e_i = 0 \), then \( \nu = 2 \) and \( a_i a_i = 1 \text{ (mod 4)} \).

Now, supposing \( f \rightarrow F \), we have a closed chain

\[
(10.13) \quad f_{i-1} \rightarrow (2^{n+1}, e_i) f_i, \quad i = 1, \ldots, k, \quad f_k = f_0,
\]

with two of the \( f_i = f, F \) respectively. Factorizing the mappings with \( e_i = 0 \) by (3.3), and noting that \( e_i = 1 \) implies \( 2 | A(f_i) \), see (8.4), we may suppose that

\[
(10.14) \quad e_i = 0 \text{ only if } \psi_i = 0 \text{ and } 2 | A(f_i).
\]

Looking at (10.9), (10.10) we see that the chain (10.13) cannot close unless \( \nu, \psi \) and \( \psi'' \) have the same values for all its \( f_i \). From the constancy of \( \nu \) and Theorem 7, we see easily that \( 2f_{i-1} \rightarrow 2f_i \) whenever \( e_i = 1 \); also, trivially when \( f_{i-1} = 2f_i \). Supposing therefore that \( 2f \rightarrow 2F \) is false, one of the mappings of the chain has to be \( \rightarrow (2, 0) \), with \( f_{i-1} \neq 2f_i \). Choose such a mapping with \( e'(f_i) = e'(f_{i-1}) \) maximal, and so non-negative; and obviously there is no loss of generality in supposing \( f_{i-1} = f \).

Writing \( h \) for \( f_{i-1} \), (10.11) holds, and (10.12) follows.

This leaves us just a few simple cases in which it is easy to find all the \( F \) with \( f \rightarrow F \) and so complete the proof. It becomes still easier if we assume that \( f_i \) is the 2-adic reciprocal of \( f_{i-1} \) whenever \( e_i = 1 \); and that assumption is easily justified.

11. Conclusion. For any \( f \), with matrix \( A \), we have

\[
f \mapsto ((\det A), 1) g, \quad \text{where } \quad g(y) = y'((\adj A) y),
\]

whence using \( \adj(\adj A) = (\det A)^{-2} A \) we see that \( f \mapsto g \). Hence the result, mentioned in § 6, that \( f \mapsto e(f) = e(g) \) may be regarded as a generalization of the classical result that equivalent forms have equivalent adjoints. From a ‘family’ (union of classes) of forms pairwise related by \( \rightarrow \) it is easy to pick out the normalized ones, that is, those with smallest \( |d| \). And given any representative of the family, normalized or not, it is easy to construct the whole family. Since \( f \mapsto f \) for every \( f \) and every \( a > 0 \), it
is convenient to omit the imprimitive members of the family, leaving a finite union of classes. For these remarks see Theorems 4-9.

I now outline an approach to the problem of finding, for given \( n \), all the \( n \)-ary positive-definite quadratic forms with class-number 1. Suppose \( n \geq 2 \), since \( n = 1 \) is trivial. Consider only normalized forms; this shortens the labour and makes it less difficult to present the result in a reasonably concise form. With these preliminaries we may proceed by three steps.

**Step 1.** Find all the (classes of) positive-definite \( n \)-ary forms \( F \) with \( \sigma(F) = 1 \), \( F \) minimal and normalized under \( \rightarrow \).

This seems hopelessly difficult for \( n = 2 \), but I have done it for \( n \geq 3 \). For \( n \geq 11 \) there are no possibilities; for \( n = 3, 4 \) see [4], [5]. For \( 5 \leq n \leq 10 \) see [6].

**Step 2.** Find all the positive \( g \) with \( \sigma(g) = 1 \), \( g \) normalized and almost minimal under \( \rightarrow \).

Theorem 4 (iii) (with \( g \) for \( f \)) shows that the arithmetic properties of the \( g \) here considered are not much more complicated than those of the \( F \) of Step 1, so the methods used for Step 1 are still available. It helps further to note that there must be a minimal \( F \) with \( g \rightarrow F \) (see Theorems 5(i), 6(v), 10) and Theorem 1 gives \( \sigma(F) \leq \sigma(g) \), so \( \sigma(F) = 1 \), and the possibilities for \( F \) may be supposed known. They may be taken one by one if convenient. For many \( F \) with \( \sigma(F) = 1 \) we find no almost minimal \( g \) at all with \( g \rightarrow F \) and \( \sigma(g) = 1 \); but in any case we find an upper bound for the 'bad' prime \( q \) of Theorem 4(iii), for which \( g \) is almost minimal under \( \rightarrow \).

**Step 3.** Find all the positive \( f \) with \( \sigma(f) = 1 \) that are normalized but neither minimal nor almost minimal under \( \rightarrow \).

As in Step 2 we choose \( F \), minimal under \( \rightarrow \), so that \( f \rightarrow F \). Then, Theorems 5(i), 6(vi), 11, we have \( f \rightarrow g \rightarrow F \), \( g \) almost minimal; and we may choose \( g \) to be almost minimal under \( \rightarrow \) for any prime \( q \) for which \( f \) is not minimal under \( \rightarrow \). Theorem 1 shows that \( \sigma(f) = 1 \) implies \( \sigma(g) = \sigma(F) = 1 \); so by Step 2 we have finitely many possibilities for \( g, f \), and \( f \) minimal under \( \rightarrow \) for every \( p \) that is not among the possibilities for \( g \).

In the references quoted above for Step 1 the notation and results of [1] are used, and so should be related to those of this paper. In [1], \( f \) is strongly primitive (SP), if, for every \( p \) and some \( r \geq 4 \), \( f \) has an \( r \)-ary section \( f' \) with \( g^r(\sigma(f')) \). Further, \( f \) is square-free (SF) if it is \( p \)-adically SF for every \( p \); and the definition of a \( p \)-adically SF form implies that \( f \) is \( p \)-adically SF if and only if \( f \rightarrow (p, 0) \rightarrow (p, 0) k \) implies \( k \sim f \). See [1], p. 584, Lemma 6.

Now \( f \) is minimal and normalized under \( \rightarrow \) if and only if it is SF and SP. When \( f \) is minimal under \( \rightarrow \) but not normalized, it is not necessarily SF (because, see Theorem 10, (9.4) may have a non-zero term \( 4 y_2 \)).