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1. Introduction. In this paper we study the problem of obtaining lower bounds for the class number \( h = h(-d) \) of an imaginary quadratic field \( \mathbb{Q}(\sqrt{-d}) \), \( d > 0 \). We recall that Siegel [13] has shown that \( h > d^{1+\epsilon} \) for \( d > d_\epsilon \), and that his argument does not permit one to determine all fields with given class number. Recently the problem of obtaining effective lower bounds for \( h \) has received considerable attention (see, for example, Baker [1], [3], and Stark [16]).

From the Döuring–Heilbronn formula it may be shown that if \( h < d^{1+\epsilon} \) then all non-trivial zeros of certain \( L \)-functions are on the critical line, at least up to a height depending on \( d \), in \( \delta \), and on the \( L \)-function. If the class number is somewhat smaller, \( h < d^{1+\frac{1}{2}} \), then the imaginary parts of these zeros can also be described; it is found that the zeros are quite evenly spaced, so that two zeros of the same \( L \)-function cannot be very close together. To state this more precisely, let \( \gamma = \frac{1}{2} + iy \) and \( \gamma' = \frac{1}{2} + iy' \) be consecutive zeros on the critical line of an \( L \)-function \( L(s, \chi) \), where \( \chi \) is a primitive character (mod \( k \)). Put

\[
\lambda(K) = \min \frac{1}{2\pi} |\gamma - \gamma'| \log K,
\]

where the minimum is over all \( k < K \), all \( \chi \) (mod \( k \)), and all \( \gamma \) (mod \( k \)) of \( L(s, \chi) \) with \( |\gamma| < 1 \). In this range the average of \( |\gamma - \gamma'| \) is \( 2\pi |\log k| \), so trivially \( \lim \lambda(K) < 1 \). Presumably \( \lambda(K) \) tends to 0 as \( K \) increases; if this could be shown effectively then the effective lower bound \( h > d^{1+\epsilon} \) would follow. In fact the weak inequality \( \lambda(K) < \frac{1}{2} - \delta \) for \( K > K_\delta \) implies that \( h > d^{1+\epsilon} \) for \( d > C(K_\delta, \epsilon) \); the function \( C(K_\delta, \epsilon) \) can be made explicit. Even \( \lambda(K) < \frac{1}{2} - \delta \) has striking consequences.

The initial remark of the previous paragraph makes it clear that in bounding \( \lambda(K) \) one may assume that all the zeros of the \( L \)-functions under consideration are on the critical line. In this situation the techniques
of Montgomery [10] can be used to show \(\lambda(K) < 0.68\) for all large \(K\), but it is not clear that the method used there will produce an upper bound of the required sort. Hence we do not discuss the above observations in greater detail. Instead we illustrate our approach by using specifically known zeros to derive a modest result.

An examination of the formulae in Lemma 1 reveals that if \(h\) is small then real \(L\)-functions have no zeros near \(\frac{1}{2}\); indeed zeros of real \(L\)-functions near \(\frac{1}{2}\) have the same effect as correspondingly close pairs of zeros of arbitrary \(L\)-functions. We have found several zeros of real \(L\)-functions which are near \(\frac{1}{2}\); using these zeros we demonstrate the following theorem.

**Theorem.** Let \(h\) denote the class number of an imaginary quadratic field with discriminant \(-d\). If \(10^{12} \leq d \leq 10^{1200}\) then \(h \neq 2\), and if \(10^{12} \leq d \leq 10^{1200}\) then \(h \neq 3\).

Lehmer, Lehmer, and Shanks [9] used a sieving technique to demonstrate that if \(10^{6} \leq d \leq 10^{14}\) then \(h \neq 3\). Moreover, all imaginary quadratic fields with \(h = 3\) and \(d \leq 10^{6}\) are known, so our theorem enables one to list all such fields with class number \(h = 3\) and \(1 \leq d \leq 10^{1200}\).

Baker [2] and Stark [18] have given effective treatments of the \(h = 2\) situation; in particular Stark showed that if \(h = 2\) then \(d < 10^{1200}\). Moreover, D. H. Lehmer used his delay-line sieve to show that \(h = 2\) does not occur for \(10^{6} \leq d \leq 10^{14}\), while the fields with \(h = 2\) and \(d < 10^{6}\) were known previously. Combining these results we have the following.

**Corollary.** If an imaginary quadratic field \(Q(\sqrt{-d})\) with discriminant \(-d\) has class number 2, then \(d\) is one of the eighteen numbers \(d = 15, 20, 24, 35, 40, 41, 42, 44, 49, 60, 68, 75, 88, 91, 115, 123, 148, 187, 232, 235, 267, 403, 427\).

Stark (to appear) has adopted a somewhat different approach to treat the range \(10^{12} \leq d \leq 10^{1200}\) with \(h = 2\). His method, however, depends on an extended computer calculation.

We are indebted to Dr. George Purdy for providing us with a list of real \(L\)-functions which could be expected to have zeros near \(\frac{1}{2}\).

**2. Notation.** The number \(-d\) is the discriminant of an imaginary quadratic field \(Q(\sqrt{-d})\), with \(d > 4\). We let \(Q(x, y) = ax^2 + bxy + cy^2\) be a reduced quadratic form of discriminant \(-d\), with first minimum \(a\), and we let \(\sum_Q\) denote a sum over all reduced quadratic forms with discriminant \(\Delta\). We use \(\chi(n) = \left(\frac{-d}{n}\right)\), in the notation of Kronecker, while \(\chi(n)\) is a real primitive character modulo \(h, h > 1\).

We let \(s = \sigma + it\) be a complex variable, while \(q = \beta + iy\) is a non-trivial zero of the zeta function or of an \(L\)-function. To avoid confusion we let \(\zeta\) denote Euler's constant, \(\zeta = 0.5771\ldots\). The letter \(\theta\) denotes a real or complex number, possibly different on various appearances, such that \(|\theta| \leq 1\).

As is customary we let

\[
\Gamma(w, u) = \frac{\Gamma(w)}{\Gamma(w - u)}
\]

be the partial gamma function, defined for \(Re\ z > 0\), and arbitrary complex \(w\). Finally,

\[
K_n(z) = \frac{1}{2\pi} \int_0^{2\pi} e^{-\frac{z}{2} \left(e^{i\theta} + e^{-i\theta}\right)} (e^{in\theta} + e^{-in\theta}) d\theta
\]

is the modified Bessel function of the second kind, where \(Re\ z > 0\), and \(n\) is an arbitrary complex number.

**3. Lemmas.** In the following lemmas we assemble the mechanism that we use to obtain our result.

**Lemma 1.** If \((d, h) = 1\) then

\[
(1) \quad \left(\frac{kd^{1/2}}{2\pi}\right) \Gamma(s) L(s, \chi) L(s, \chi) = T(s) + T(1-s) + U(s)
\]

for all complex \(s\), where

\[
T(s) = \Gamma(s) \zeta(2s) \Pi(s) \Lambda(s) \left(\frac{kd^{1/2}}{2\pi}\right),
\]

\[
U(s) = -\pi^{1/2} e^{-1} \sum_Q a^{-1/2} \sum_{n=1}^{\infty} \frac{K_n(x)}{n!} \frac{1}{\beta} y^{1-2s} \times
\]

\[
\times \left(\sum_{j=1}^{k} \chi(j) \zeta(j) \zeta(\frac{j}{k}) \zeta\left(\frac{j}{k}\right) s \left(\frac{bn}{2\beta}\right)\right),
\]

\[
\Pi(s) = \prod_{p} \left(1 - p^{-2s}\right),
\]

and

\[
\Lambda(s) = \sum_Q \chi(Q) a^{-s}.
\]

**Proof.** This follows immediately from Corollary 2 of Stark [17] together with the functional equation for the zeta function in the form

\[
\pi^{1/2} \Gamma(s - \frac{1}{2}) \zeta(2s - 1) = \pi^{1/2} \Gamma(1-s) \zeta(2-2s).
\]

We now multiply both sides of (1) by \(s - \frac{1}{2}\), and we take \(s = \frac{1}{2} + it\), \(t \gg 0\), to obtain the identity

\[
(2) \quad \pi \zeta(1/2 + it, \chi) L(1/2 + it, \chi) \left(\frac{kd^{1/2}}{2\pi}\right) = M(t) \sin\theta(t) + \theta L(t),
\]
where
\[ M(t) = 2t \zeta(1 + 2it) \Gamma(\frac{1}{2} + it) P_2(1 + 2it) A(\frac{1}{2} + it), \]
and
\[ \varphi(t) = \arg \left( i(1 + 2it) \Gamma(\frac{1}{2} + it) P_2(1 + 2it) A(\frac{1}{2} + it) \left( \frac{2it}{2\pi} \right) \right), \]
and
\[ E(t) = 4\pi^{it - 1} \sum_{q \mid \chi} \sum_{a=1}^{\infty} \frac{1}{a^s} \sum_{n=1}^{\infty} \frac{K_{\chi}(\theta, a \chi)}{a^s} \sum_{y=1}^{\infty} \sum_{j=0}^{h} \chi(Q(j, y)) e \left( \frac{j m}{\log y} \right). \]

In subsequent lemmas we give a lower bound for \( M(t) \), so that \( \varphi(t) \) is almost linear for small \( t \), and we bound \( E(t) \) from above. When these estimates are sufficiently sharp we then deduce from (2) that the zeros of \( L(s, \chi) L(s, \chi^{-1}) \) lie approximately in an arithmetic progression.

**Lemma 2.** Let \( F(s) = (2s - 1) \zeta(2s) \Gamma(s) \). If \( 0 < t \leq 6 \) then \( \left| F(\frac{1}{2} + it) \right| \) is monotonically decreasing, and
\[ \arg F(\frac{1}{2} + it) = (C - \log 4) t + \Theta t^2. \]

**Proof.** From the definition of \( F(s) \) it follows (see, for example, Section 12 of Davenport [5]) that
\[ F(s) = \frac{\pi^s}{2\pi} e^{-\frac{\pi}{8}} \prod_p \left( 1 - \frac{2}{p} \right) \frac{1}{\log p}, \]
where
\[ A = \sum_{\chi} \frac{1}{\chi} = \frac{1}{2} C + 1 - \frac{1}{2} \log 4 \pi = 0.023 \ldots, \]
and the product and sum are over all non-trivial zeros of the zeta function. On one hand
\[ \frac{d}{ds} \text{Re} F(\frac{1}{2} + it) = -\text{Im} \frac{d}{ds} \log F(\sigma + it)|_{\sigma=1/2} \]
\[ = \text{Im} \left( \frac{1}{2} + it \right)^{-1} - \sum_{q} \left( \frac{1 + 2it - q^{-1} + 1 + 2it - q^{-1}}{q} \right) \leq 0 \]
for \( 0 \leq t \leq 6 \), since the zeros \( q = \beta + iy \) all satisfy \( |y| \geq 14 \). This gives the first result. On the other hand
\[ \frac{d}{ds} \text{Im} F(\frac{1}{2} + it) = \frac{d}{ds} \text{Im} \log F(\sigma + it)|_{\sigma=1/2} \]
\[ = \log \pi - \frac{2}{1 + 4t^2} + 2 \text{Re} \sum_{q} (q + 2it)^{-1} \]
\[ = C + \frac{8t^2}{1 + 4t^2} - \log 4 + 2 \text{Re} \sum_{q} (q + 2it)^{-1} - q^{-1}. \]

We note that
\[ \text{Re}((q + 2it)^{-1} - q^{-1} + (\bar{q} + 2it)^{-1} - \bar{q}^{-1}) = \frac{8t^2}{(5)^2 - (5^2 - 4t^2)} \]
so that
\[ 0 < 2t \text{Re} \sum_{q} \left( \frac{1}{q + 2it} - \frac{1}{q} \right) < 2t \sum_{q} \frac{\beta}{(q^2 - 144)^2} \]
for \( 0 \leq t \leq 6 \). It would not be difficult to estimate precisely the size of this last sum, but a crude upper bound suffices. Since \( |y| \geq 14 \), we see that \( (y^2 - 144)^2 \geq 13(y^2 + 1) \). Hence
\[ \sum_{q} \frac{\beta}{(q^2 - 144)^2} \leq \frac{1}{13} A < \frac{1}{500}. \]
Thus
\[ \text{Im} F(\frac{1}{2} + it) = -8 \sum_{q} \frac{\beta}{1 + 4t^2} + \frac{1}{3} 9t^2. \]

Here the integral is \( < \frac{1}{2} t^2 \), so we have the result.

**Lemma 3.** If \( h = 2 \) and \( d \geq 10^{13} \), then \( \alpha = 1 \) or \( \alpha = 3 \). If \( h \) is odd then \( a = 1 \) or \( a = (d/4)^{1/4} \).

**Proof.** The first assertion was proved independently by Weinberger [20] and Kenku [7], following Stark [15], but in the spirit of Siegel [14]. To prove the second assertion we note that from the theory of genera it is clear that if \( h \) is odd then \( d \) is prime. Hence \( a, d = 1 \), so that in \( Q(V - d) \) the ideal \( (a) \) splits into two non-principal ideals. The desired result now follows from Lemma 5 of Weinberger [21] (see also Lemma 2 of Boyd and Klishevsky [4]).

**Lemma 4.** Let \( M(t) \) be given by (3), and suppose that \( d > 10^{12} \). If \( 0 < t \leq \frac{1}{26} \) and \( h = 3 \) then
\[ M(t) \geq \frac{3}{5} \int_{\rho \in \mathbb{A}} (1 - p^{-1}) \]
where \( \mathbb{A} \) is the set of non-principal quadratic forms. Finally, if \( 0 < t \leq \frac{1}{26} \) and \( h = 2 \) then
\[ M(t) \geq \frac{3}{5} \int_{\rho \in \mathbb{A}} (1 - p^{-1}) \]
where \( \mathbb{A} \) is the set of non-principal quadratic forms. Finally, if \( 0 < t \leq \frac{1}{26} \) then
\[ |F(\frac{1}{2} + it)| \geq |F(\frac{1}{2} + \frac{1}{10} t)| > \frac{1}{4}. \]
if \(0 < t \leq \frac{1}{4}\) then
\[
|F(\frac{1}{2} + it)| \geq |F(\frac{1}{2} + \frac{1}{4}t)| > \frac{1}{4}.
\]
The required values of \(|\zeta(1 + 2it)|\) were computed by Haselgrove and Miller [6]. Clearly
\[
|P_k(1 + 2it)| \geq \prod_{p|a} (1 - p^{-1}),
\]
so it remains to treat \(A(s)\). If \(k = 3\) then by the previous lemma \(a = 1\) or \(a \geq (d/4)^{1/3}\), so
\[
|A(\frac{1}{2} + it)| \geq 1 - 2a^{-1/3} \geq 1 - \frac{1}{200},
\]
which suffices. If \(k = 2\) and \(a > 10^4\) then
\[
|A(\frac{1}{2} + it)| \geq 1 - a^{-1/2} \geq 1 - \frac{1}{10},
\]
and we obtain the second assertion. If \(k = 2\) and \(d \geq 10^{10}\) then by the previous lemma \(a \geq 3\), so in any case
\[
|A(\frac{1}{2} + it)| \geq 1 - 3^{-1/2} > \frac{5}{6}.
\]

**Lemma 5.** Suppose that \(d > 10^{10}, 0 \leq t \leq 6\), and \(k = 2\) or \(k = 3\). Then
\[
\varphi(t) = \left( \frac{1}{4} \log \frac{2d}{\pi} + 30t^3 + 6t \left( c(k) + 2 \sum_{p \mid c} \log p \right) \right),
\]
where \(c(2) = \frac{3}{4}\), and \(c(3) = \frac{45}{10} \).

Proof. The first two terms arise from the definition of \(\varphi(t)\) in (4), and from Lemma 2. In addition
\[
\frac{d}{dt} \arg P_k(1 + 2it) = 2 \left( \left| \frac{P'_k}{P_k}(1 + 2it) \right| \leq \frac{1}{2} \sum_{p \mid c} \log p \right),
\]
so
\[
\arg P_k(1 + 2it) = 2\delta \sum_{p \mid c} \log p.
\]
We use Lemma 3 to bound \(A(s)\). If \(k = 2\) and \(d \geq 10^{14}\) then \(a \geq 3\), so
\[
\left| \frac{A'}{A}(\frac{1}{2} + it) \right| \leq \frac{\log a}{d^{1/2} - 1} < \frac{5}{3}.
\]
If \(k = 3\) and \(d \geq 10^{11}\) then \(a \geq (d/4)^{1/3}\), so
\[
\left| \frac{A'}{A}(\frac{1}{2} + it) \right| \leq \frac{2\log a}{d^{1/2} - 2} < \frac{1}{300}.
\]
The following lemmas are useful in bounding the error term \(E(t)\).

**Lemma 6.** Let \(p\) be an odd prime, let \(\zeta\) be the quadratic character (mod \(p\)), and suppose that \(p \nmid d\). Then
\[
\left| \sum_{n=1}^{2} \zeta(Q(j, n, y)) e\left(\frac{jm}{p}\right) \right| \leq \frac{2p^{1/2}}{\text{gcd}(y, p)} \quad \text{if} \quad \text{gcd}(y, p) = 1,
\]
\[
\left| \sum_{n=1}^{p} \zeta(Q(j, y)) e\left(\frac{jn}{p}\right) \right| \leq \frac{2p^{1/2}}{\text{gcd}(y, p)} \sum_{n=1}^{p} \delta(n, y, p),
\]
where \(\delta(n, y, p) = \frac{1}{p} e^{1/2}\) if \(p \mid y\) and \(\frac{y}{p}\), and \(\delta(n, y, p) = 1\) otherwise.

Proof. The result is obvious if \(p \mid y\). Otherwise the argument of Weil [19] (see his inequality (5)) gives the desired bound.

**Lemma 7.** Let \(q\) be an odd square-free number, and put \(k = q\) or \(k = 4q\). Let \(\zeta\) be the primitive quadratic character modulo \(k\), and suppose that \(d, k = 1\). Then
\[
\sum_{y=1}^{\varphi(k)} \sum_{j=1}^{k} \zeta(Q(j, y)) e\left(\frac{jn}{k}\right) \leq \frac{2^{\varphi(k)^{1/2}}}{\text{gcd}(k, y)} \sum_{n=1}^{k} \delta(n, y, p),
\]
where \(\delta(n, y, p) = \frac{1}{p} e^{1/2}\) if \(p \mid y\) and \(\frac{y}{p}\), and \(\delta(n, y, p) = 1\) otherwise.

Proof. For given \(y\) the inner sum on the left can be written as a product over \(p \mid k\) of sums of the sort in Lemma 6, with \(m\) so that \((m, p) = \left(\frac{1}{p}, \frac{y}{p}\right)\). If \(k = 4\) then the bound is trivial, for then the sum on the left is never larger than 2.

**Lemma 8.** Let
\[
f(a) = \sum_{n=1}^{\infty} \frac{d(n)}{\varphi(n)} e^{-an} \int_{1}^{\infty} \frac{du}{u^n},
\]
for \(a > 0\). Then \(f(a)\) is monotonically decreasing, and \(f(a) \leq g(a)\), where
\[
g(a) = a^{-2} e^{-a(1 + \log(1 + a^{-1}))}.
\]

Proof. The first assertion is trivial. Clearly
\[
f(a) = \sum_{n=1}^{\infty} \frac{d(n)}{\varphi(n)} e^{-an} \int_{1}^{\infty} \frac{du}{u^n} = \int_{1}^{\infty} e^{-au} \left( \sum_{n=1}^{\infty} \frac{d(n)}{\varphi(n)} \right) \frac{du}{u^n}.
\]
But
\[
\sum_{n=1}^{\infty} \frac{d(n)}{\varphi(n)} \leq e \sum_{n=1}^{\infty} \frac{1}{n} \leq a(1 + \log a)
\]
for \(a \geq 1\), so
\[
f(a) \leq \int_{a}^{\infty} e^{-x} \left( \frac{u}{a} \left( 1 + \log \frac{u}{a} \right) \right) \frac{du}{u},
\]
and
\[
f(a) = \int_{a}^{\infty} e^{-x} \left( \frac{u}{a} \left( 1 + \log \frac{u}{a} \right) \right) \frac{du}{u} = a^{-1} \left( e^{-a} + \int_{a}^{\infty} e^{-x} \frac{du}{x} \right).
\]
It is easily shown that 
\[ \int_0^\infty e^{-u} \frac{du}{u} = e^{-a} \log(1+a^{-1}) \neq 0, \]
so we have the result.

**Lemma 9.** Let \( E(t) \) be as in (5), let \( 0 < t \leq \frac{1}{2} \), and let \( k \) be as in Lemma 7. Then
\[ E(t) = \left( \frac{8}{3} \right)^{1/2} (k - 1 + e^{-d^{1/2}k^{-1}}) d^{-1/4} k^{1/2} (\log k) \prod_{p|k} (2 + 3p^{-1/2}). \]

**Proof.** For \( n \geq 1 \) write \( n = \nu_n \), where \( \nu_n \) is the largest divisor of \( n \) such that \((u, k^2) = \) square-free. In this notation the bound of Lemma 7 is
\[ = 2^{n(k)} k^{1/2} (\log k) \prod_{n|k} (1 + \frac{1}{2} (a-1) p^{1/2}) \leq 2^{n(k)} k^{1/2} (\log k) \prod_{n|k} (\frac{1}{2} p^{1/2}), \]
since \( 1 + \frac{1}{2} (a-1) p^{1/2} \leq 2^{1/2} (a+1) \). Thus by Lemma 7 we see that the sum over \( n \) in \( E(t) \) is
\[ \leq 2^{n(k)} k^{1/2} \sum_{n=1}^\infty \sum_{1 \leq \nu_n \leq \frac{1}{2} k} \frac{\pi n d^{1/2}}{ak} d(n) \prod_{p|n} (\frac{1}{2} p^{1/2}) \]
\[ = 2^{n(k)} k^{1/2} \sum_{n=1}^\infty \mu^2(n) \left( \prod_{p|n} (\frac{1}{2} p^{1/2}) \right) \sum_{n=1}^\infty \nu_n k \frac{\pi n d^{1/2}}{ak}. \]

From the definition of \( K_n(x) \) and the fact that \( d(n) \leq d(r^2) d(n/r^2) \) if \( r^2 | n \), it follows that the above is
\[ \leq 2^{n(k)} k^{1/2} \sum_{n=1}^\infty \mu^2(n) \left( \prod_{p|n} (\frac{1}{2} p^{1/2}) \right) \sum_{n=1}^\infty \frac{\pi n d^{1/2}}{ak}. \]

In Lemma 8 we note that \( n(a) \) is monotonically decreasing, so the above is
\[ \leq 2^{n(k)} k^{1/2} g \left( \frac{n d^{1/2}}{2 a k} \right) \sum_{n=1}^\infty \mu^2(n) \left( \prod_{p|n} (\frac{1}{2} p^{1/2}) \right) = g \left( \frac{n d^{1/2}}{2 a k} \right) \sum_{n=1}^\infty \mu^2(n) \left( \prod_{p|n} (2 + 3p^{-1/2}) \right). \]

Hence altogether
\[ E(t) \leq 4 \left( \frac{\pi}{k} \right)^{1/2} \left( \prod_{p|k} (2 + 3p^{-1/2}) \right) \sum_{t=1}^\infty e^{-t/2} g \left( \frac{n d^{1/2}}{2 a k} \right). \]

Again \( a^{1/2} g(a) \) is monotonically decreasing, and \( a \leq (d/3)^{1/2} \), so we can replace the \( a > 1 \) by \((d/3)^{1/2}\). Thus the above sum over \( Q \) is
\[ \leq 2k (\log k) (k - 1 + e^{-d^{1/2}k^{-1}})/(\pi(3d)^{1/2}), \]
and we are done.

**4. Proof of the theorem.** In this section we make use of information concerning the location of certain zeros \( \frac{1}{2} + iy \) of \( L \)-functions \( L(s, \chi) \), where \( \chi \) is the primitive quadratic character \( (mod k) \). In the next section we discuss how these zeros were calculated.

### Table 1

<table>
<thead>
<tr>
<th>( k )</th>
<th>( \gamma )</th>
<th>( L(\frac{1}{2}, \chi) )</th>
<th>( \log \frac{\sigma^2 k}{8 \pi} )</th>
<th>( \pi/\gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>103</td>
<td>0.203901</td>
<td>6.6532 \times 10^{-2}</td>
<td>2.444679</td>
<td>15.4834</td>
</tr>
<tr>
<td>427</td>
<td>0.249926</td>
<td>1.4376 \times 10^{-2}</td>
<td>3.40883</td>
<td>12.8701</td>
</tr>
<tr>
<td>2933</td>
<td>0.156579</td>
<td>8.6667 \times 10^{-2}</td>
<td>5.24774</td>
<td>20.6621</td>
</tr>
<tr>
<td>17923</td>
<td>0.020086</td>
<td>6.0215 \times 10^{-2}</td>
<td>7.14383</td>
<td>101.387</td>
</tr>
<tr>
<td>28005</td>
<td>0.033774</td>
<td>5.8873 \times 10^{-3}</td>
<td>7.63682</td>
<td>93.018</td>
</tr>
<tr>
<td>30925</td>
<td>0.018494</td>
<td>9.7460 \times 10^{-4}</td>
<td>7.69139</td>
<td>169.875</td>
</tr>
<tr>
<td>37472</td>
<td>0.019056</td>
<td>3.8185 \times 10^{-4}</td>
<td>7.82679</td>
<td>161.066</td>
</tr>
<tr>
<td>115147</td>
<td>0.001315</td>
<td>6.3023 \times 10^{-6}</td>
<td>9.60701</td>
<td>994.831</td>
</tr>
<tr>
<td>123904</td>
<td>0.010630</td>
<td>2.3299 \times 10^{-5}</td>
<td>9.07464</td>
<td>294.865</td>
</tr>
<tr>
<td>139911</td>
<td>0.012930</td>
<td>3.0484 \times 10^{-5}</td>
<td>9.10655</td>
<td>242.865</td>
</tr>
<tr>
<td>146413</td>
<td>0.017312</td>
<td>3.8909 \times 10^{-5}</td>
<td>9.54037</td>
<td>181.449</td>
</tr>
<tr>
<td>151419</td>
<td>0.021347</td>
<td>5.7713 \times 10^{-6}</td>
<td>9.28085</td>
<td>147.165</td>
</tr>
<tr>
<td>188905</td>
<td>0.020513</td>
<td>5.5868 \times 10^{-6}</td>
<td>9.50525</td>
<td>118.493</td>
</tr>
</tbody>
</table>

The values of \( \gamma \) printed above are correct to within one unit in the last place. We require only a few of the above \( k \). We do not use the values of \( L(\frac{1}{2}, \chi) \); the quantities tabulated in the last two columns arise in the course of our proof. Note that we do not claim that \( \frac{1}{2} + iy \) is the zero to \( \frac{1}{2} \) although we have no doubt that it is.

Suppose that \( \frac{1}{2} + iy \), \( y > 0 \), is a zero of \( L(s, \chi) \). We put \( t = \gamma \) in (2), so that the left hand side vanishes. Hence if \( (d, k) = 1 \) then

\[ M(y) |\sin \varphi(y)| \leq \gamma E(y). \]

We consider \( k = 3 \) first. Here \( d \) must be prime, so \( (d, k) = 1 \) if \( k < 10^{10} \leq d \). We first put \( k = 17923 \), which is prime, and let \( \gamma \) be the corresponding value in Table I. From Lemmas 4 and 9 we see that (6) requires that
\[ |\sin \varphi(y)| < \frac{1}{2}. \]

On the other hand, if \( 10^{10} \leq d \leq 10^{15} \), then from Lemma 5 we see that \( \frac{1}{2} \pi < \varphi(y) < \frac{3}{2} \pi \), so \( \sin \varphi(y) > \frac{1}{2} \). Thus there is no such \( d \). If
is treated by at least two of these \(k\), so \((d, k) = 1\) for one of them, as required. We first put \(k = 115147\), and use the same zero as before. We find that \(\gamma E(\gamma) M(\gamma)^{-1} < 10^{-3}\), so we must have \(10^{102} < d < 10^{104}\). Next we take \(k = 123204\) and use the same zero as before. Then \(\gamma E(\gamma) M(\gamma)^{-1} < 10^{-4}\), so (6) holds only if \(10^{14} < d < 10^{23}\). Finally we put \(k = 37427 = 13 \cdot 2879\) and we use the zero given in Table I. Here \(\gamma E(\gamma) M(\gamma)^{-1} < 10^{-10}\), and we find that (6) holds only if \(10^{20} < d < 10^{137}\), \(10^{29} < d < 10^{137}\), \(10^{25} < d < 10^{45}\), \(10^{50} < d < 10^{97}\), \(10^{59} < d < 10^{87}\), \(10^{59} < d < 10^{137}\).

We had some freedom in choosing our triple of pairwise coprime \(k\). Among other triples that work, we note \((30895, 115147, 138011)\), and \((37427, 115147, 145149)\). If we had based our argument on close pairs of zeros of the zeta function then the complications arising from the condition \((d, k) = 1\) would not have arisen. The close pairs of zeros of \(\rho\) found by Rosser, Schoenfeld, and Yohe [12] would in principle be suitable in this connection. When working with the zeta function with large \(2\), a van der Corput bound for \(K_n(a)\) provides a natural \(t\) analogue of the estimate of Lemma 7, so that in place of Lemma 9 one has an estimate of the sort

\[
E(\gamma) \ll \frac{1}{t \log t}.
\]

5. The Zeros. When calculating values of the zeta function it is customary to use an approximate functional equation. There is an approximate functional equation for \(L\)-functions, but the error terms are difficult to bound without undertaking extended calculations. Lavrik [8] has given a formula which meets our needs; in the present situation it takes the following form:

\[
\xi(s, \chi) = \left(\frac{k}{\pi}\right)^{\frac{1+s}{2}} \Gamma\left(\frac{s+a}{2}\right) L(s, \chi) = \left(\frac{k}{\pi}\right)^{\frac{1+\alpha}{2}} \sum_{n=1}^{\infty} \chi(n) n^{-s} \Gamma\left(\frac{s+a}{2}\right) \pi n s \Gamma\left(1-s-a\right)
\]

Here \(\Re(s) > 0\) and \(a = \frac{1}{2}(1 - \chi(-1))\). If \(s\) is small then we simply take \(s = 1\), but if \(t\) is large then it is useful to be able to take \(s\) so \(\arg z\) is near \(\pm \pi/2\). Lavrik derived his formula from the functional equation, but in fact one can easily deduce the above from the usual theta function relation, by slightly modifying the usual derivation of the functional equation.
The Dedekind zeta function of an imaginary quadratic field has an approximate functional equation similar to that in (8). If the field has discriminant $-d$ and $d > 4$ then we find that

\[
\left( \frac{d^{1/2}}{2\pi} \right)^s \Gamma(s) \zeta(s) L(s, \chi_1) = \frac{\lambda}{2s(s-1)} + \left( \frac{d^{1/2}}{2\pi} \right)^s \sum_{n=1}^{\infty} \frac{\tau(n)}{n^s} \Gamma(s, 2\pi n^2/d^{1/2}) + \left( \frac{d^{1/2}}{2\pi} \right)^{1-s} \sum_{n=1}^{\infty} \frac{\tau(n) n^{s-1} \Gamma(1-s, 2\pi n^2/d^{1/2})}{n^s}.
\]

Here again $\operatorname{Re} s > 0$, and

\[
\tau(n) = \sum_{m|n} \chi_1(m).
\]

If $\chi(-1) = -1$ then we can put $d = k$, $\chi_1 = \chi$, and use (9) to compute $L(s, \chi)$. We note that $\tau(n) = 0$ for many values of $n$ so that a calculation based on (9) instead of (8) involves the computation of rather fewer of the numbers $\Gamma(n, a)$. The $k$ we consider are all such that $\chi(-1) = -1$, so we abandon $\chi_1$ (mod $k$), and instead consider $\chi_1$ (mod $d$).

We now set $a = 1$ in (9); in this case (9) is obtained from an identity of Siegel [13] by interchanging the order of summation and integration. If we put $1 - s$ for $s$ in (9) then the right hand side is unchanged; hence

\[
\left( \frac{d^{1/2}}{2\pi} \right)^{1-s} \Gamma(1-s) \zeta(1-s) L(1-s, \chi_1) = \left( \frac{d^{1/2}}{2\pi} \right)^{1-s} \Gamma(1-s) \zeta(1-s) L(1-s, \chi_1).
\]

Here we put $s = 1/2 + it$, and write the left hand side as $Z(t, d)$. Clearly $Z(t, d)$ is real. Hence if $0 < t_1 < t_2 < 14$, and if $Z(t_1, d)$ and $Z(t_2, d)$ are of opposite signs then there is at least one $t$ between $t_1$ and $t_2$ of $Z(t, \chi_1)$ with $t_1 < t < t_2$. Ancillary to his thesis research, Purdy [11] found several values of $d$ for which $Z(0, d)$ is small. For some of these $d$, and for a few others, we have located a nearby change of sign for $Z(t, d)$. These are the $d$ in Table I.

In order to be sure that $Z(t, d)$ has changed sign it is necessary to know how small a calculated value of $|Z(t, d)|$ can, with certainty, be distinguished from zero. The errors in the calculated values of $Z(t, d)$ arise from truncating the infinite series, and from approximating the various terms, chiefly the partial gamma function, in the remaining finite sum. We estimate the truncation error first. Trivially $|\Gamma(1/2 + it, a)| \leq \Gamma(1/2, a) < \alpha^{-1/2} e^{-\alpha}$, and $\tau(n) < d(n) < 2n^{1/2}$, so

\[
\sum_{n \leq N} \tau(n) n^{-1/2} \Gamma(1/2 + it, 2\pi n d^{1/2}) \leq \left( \frac{d^{1/2}}{2\pi N} \right)^{1/2} e^{-\alpha N d^{1/2}}.
\]

We take $N$ so that the right hand side above is $< 10^{-7}$.

We conclude with a brief description of our calculations; the complete error analysis will appear elsewhere [22]. The computations were done on an IBM/360 model 67 computer in long floating arithmetic. We may conservatively think of the computer as performing 15 digit decimal arithmetic. To calculate $\Gamma(1/2 + it, a)$ for the values of $a$ required in (9), we first calculated the

\[
\frac{1}{(j+1/2)} \int_{j/2}^{(j+1/2)} x^{-1/2} e^{-x} dx \quad (6 \leq j \leq 25),
\]

using six-point Gauss–Legendre integration, and the integral

\[
\int_{3/2}^{\infty} x^{-1/2} e^{-x} dx,
\]

using eight-point Gauss–Legendre integration. The error in each computed value is less than $10^{-13}$. We now compute $\Gamma(1/2 + it, a)$ in various ways, depending on the size of $a$. If $a > 15$, we simply compute the integral in the same way that we computed (11). If $3 \leq d \leq 13$ we calculate $\Sigma$ for the $j$ for which $j/2$ is closest to $a$, in the same way that we computed the integrals (10). Finally, if $0 < a < 3$ then we write simply

\[
\int_{j/2}^{(j+1/2)} x^{-1/2} e^{-x} dx = \sum_{j=0}^{J} \left( \frac{x^{j+1/2}}{x^{j+1}} \right) \sqrt{J + x} - \sqrt{J}
\]

Here we took $J = 22$, so that the truncation error is $2.2 \times 10^{-12}$ when $0 < a < 3$. Altogether we found that such values of $\Gamma(1/2 + it, a)$ is known to within $10^{-12}$. Thus the error in computing $Z(t, d)$ is substantially

\[
2 \left( \frac{d^{1/2}}{2\pi} \right)^{1/2} e^{-1/2} \sum_{n \leq N} \tau(n) n^{-1/2}.
\]

From Table II below we deduce that if $|Z(t, d)| > 10^{-7}$ then we can distinguish $Z(t, d)$ from 0.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$j$</th>
<th>$\sum_{n \leq N} \tau(n) n^{-1/2}$</th>
<th>$\sum_{n \leq N} 1/\tau(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1</td>
<td>2.78</td>
<td>7</td>
</tr>
<tr>
<td>47</td>
<td>24</td>
<td>6.89</td>
<td>32</td>
</tr>
<tr>
<td>23883</td>
<td>15</td>
<td>8.15</td>
<td>74</td>
</tr>
<tr>
<td>17923</td>
<td>16</td>
<td>14.6</td>
<td>92</td>
</tr>
<tr>
<td>24093</td>
<td>17</td>
<td>13.7</td>
<td>156</td>
</tr>
<tr>
<td>30896</td>
<td>18</td>
<td>31.4</td>
<td>132</td>
</tr>
<tr>
<td>37427</td>
<td>19</td>
<td>24.8</td>
<td>137</td>
</tr>
<tr>
<td>151419</td>
<td>20</td>
<td>19.8</td>
<td>180</td>
</tr>
<tr>
<td>151419</td>
<td>21</td>
<td>26.2</td>
<td>270</td>
</tr>
</tbody>
</table>
On Siegel’s theorem

by

J. Pintz (Budapest)

1. Linnik [1] proved in an elementary way the famous theorem of Siegel, according to which the class number \( h(-k) \) of the imaginary quadratic field belonging to the fundamental discriminant \( -k < 0 \) satisfies \( h(-k) > k^{12-\varepsilon} \) if \( \varepsilon > 0 \) and \( k > K_\varepsilon \), where \( K_\varepsilon \) denotes an ineffective constant depending on \( \varepsilon \).

The proof of Linnik is composed of the following 4 parts:

**Definition.** A real primitive character \( \chi_k \) has the property \( A(\beta) \) if there is such a constant \( C_{\beta}(\chi_k, \beta) \), that for all \( N \geq C_{\beta}(\chi_k, \beta) \), there exists an \( N_{N^\beta} \left( \sqrt{N} \right) \) with the property

\[
\sum_{n \leq N^\beta} \chi_k(n) \Lambda(n) \geq N_{N^\beta}^\beta.
\]

1. If \( h(-k) < k^{12-\varepsilon_1} \) with \( 0 < \varepsilon_1 < 0.01 \) for a sufficiently large \( k \) depending on \( \varepsilon_1 \), then \( L(s, \chi_k) \) vanishes somewhere in the interval \( [1 - 0.001 \varepsilon_1, 1 + 0.001 \varepsilon_1] \).

2. If \( L(s, \chi_k) \) vanishes somewhere in the interval \( [1 - 0.001 \varepsilon_1, 1 + 0.001 \varepsilon_1] \) then \( \chi_k \) possesses the property \( A(\beta) \) for \( \beta = 1 - 0.08 \varepsilon_1 \).

3. If \( \chi_k \) possesses the property \( A(\beta) \) with \( \beta > 1/2 \) and \( s \) is an arbitrary number with \( 0 < s < \beta - 1/2 \), then there is such a constant \( C_{\beta}(\chi_k, \beta) \), that for all \( N \geq C_{\beta}(\chi_k, \beta) \), there exists an \( N_\varepsilon [N^{(s-1/2)} \beta, N_\varepsilon] \), such that

\[
\sum_{n \leq N_\varepsilon} \chi_k(n) \Lambda(n) \geq N_\varepsilon^{\varepsilon_3}.
\]

4. If \( \chi_k \) possesses the property expressed in the assertion of the 3rd statement for \( \beta > 3/4 \), then there is such a constant \( C_{\beta}(\chi_k, \beta) \) that in case of \( h > C_{\beta}(\chi_k, \beta) \), \( h(-k) > k^{12-\varepsilon_2} \), where \( \varepsilon_2 = 0.5(1 - \beta) + \eta_0 \) and \( \eta_0 \) is an arbitrary positive number.

In this paper, based on the above sketched order of ideas of Linnik, we give a simpler elementary proof of Siegel’s theorem. Our proof will be completely elementary, we shall prove, that for arbitrary positive