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C. J. Smyth [7] has recently proved the following theorem.

If \( P(x) \neq x \) is a monic non-reciprocal irreducible polynomial with integral coefficients, then

\[
\prod_{|z| > 1} |a_z| \geq \theta_0,
\]

where \( a_z \) are the zeros of \( P(x) \) and \( \theta_0 \) is the real root of the equation \( \theta^2 = 0 + 1 \).

(A polynomial \( P \) of degree \(|P|\) is called reciprocal if \( z^{\|P\} P(z^{-1}) = \pm P(z) \).)

This theorem is a far-reaching generalization of Siegel’s theorem [6] about the least Pisot–Vijayaraghavan number being \( \theta_0 \). On the other hand, it has interesting applications to the arithmetic of polynomials.

The aim of this paper is to prove two extensions of Smyth’s result to polynomials with coefficients in an algebraic number field and to apply one of them to reducibility questions. For a given polynomial \( P \) we denote by \(|P|\) its degree, by \( C(P) \) its content and by \( \|P\| \) the sum of squares of the absolute values of the coefficients. \( Q \) denotes the rational field and \( \mathbb{N}_K/Q \) the norm from a number field \( K \) to \( Q \). \( \zeta_m \) is a primitive mth root of unity.

**Theorem 1.** Let \( K \) be a totally real algebraic number field, \( P \) a monic non-reciprocal polynomial with coefficients in \( K \) and \( P(0) \neq 0 \). Then

\[
\max_{i=1,...,|K|} \prod_{|a_{z_i}|>1} |a_{z_i}| \geq \theta_0,
\]

where \(|K|\) is the degree of \( K \), \( P^{(i)} (i = 1, \ldots, |K|) \) the polynomials conjugate to \( P(z) \) and \( a_{z_i} \) the zeros of \( P^{(i)}(z) \).

**Theorem 2.** Let \( K \) be a totally real algebraic number field or a totally complex quadratic extension of such a field and \( P \in K[x] \) a polynomial with the leading coefficient \( p_0 \) such that \( z^{\|P\} P(z^{-1}) \neq \text{const} P(z) \), \( P(0) \neq 0 \).
Then in the notation of Theorem 1

\[
\left( \frac{1 + \sqrt{5}}{2} \right)^{N_{K/Q}(P)} \left( \frac{1 + \sqrt{5}}{2} \right)^{N_{K/Q}(P(0))} \geq \left( \frac{1 + \sqrt{5}}{2} \right)^{N_{K/Q}(P(0))} \left( \frac{1 + \sqrt{5}}{2} \right)^{N_{K/Q}(P)}
\]

if \( |P(0)| = |P| \), and \( P \) is irreducible,

where the equality can hold only if \( \sqrt{5} \in K \), \( C(P) = (p_0) \) and \( (P(0))C(P) = (p_0)C(P) \).

\[
\prod_{i=1}^{\infty} \prod_{|a_i| \geq 1} |a_i| \geq \left( \frac{1 + \sqrt{5}}{2} \right)^{N_{K/Q}(P)} \left( \frac{1 + \sqrt{5}}{2} \right)^{N_{K/Q}(P(0))}
\]

with the equality attained if and only if either \( L = Q \), \( f(z) = 0(z^2 + 1) \) or \( K = Q(\sqrt{5}, \zeta_9) \), \( L = Q \).

\[ z^m f(z) \left( \frac{1}{\bar{z}} \right) = c(z^m - \left( \frac{1 + \sqrt{5}}{2} \right)^m + \left( \frac{1 - \sqrt{5}}{2} \right)^m )^m + 1 \]

\( i, m \) integers, \( m \) odd.

**Corollary 2.** If \( K \) satisfies the assumptions of Theorem 2 then

\[ \varphi(z) = \omega^p + \omega^q + \eta \quad (\varepsilon = \pm 1, \eta = \pm 1) \]

is divided by its largest cyclotomic factor is irreducible in \( K \) except when \( \sqrt{5} \in K \)

and

\[ \varphi(z) = \omega^p + \omega^q - 1 = \left( \omega^p + \frac{1 + \sqrt{5}}{2} \right) \cdot \left( \omega^q + \frac{1 - \sqrt{5}}{2} \right) \]

The constant \((1 + \sqrt{17})/4\) occurring in the first assertion of Theorem 3 can probably be replaced by \((1 + \sqrt{5})/2\). Further improvement is impossible since for every pair \( i, m \) (\( m \) odd) there exists a polynomial \( f(z) \) satisfying (4) namely

\[ f(z) = \omega^p \pm \omega^q - 1 \]

(4)

\[ z^m f(z) \left( \frac{1}{\bar{z}} \right) = c(z^m - \left( \frac{1 + \sqrt{5}}{2} \right)^m + \left( \frac{1 - \sqrt{5}}{2} \right)^m )^m + 1 \]

(There are also other instances of such polynomials, e.g. for \( i = 1, m = 3 \)

\[ f(z) = \omega^i - 2\omega^i + 3\omega^i - 2\omega^i - 2 - 1 \]

The major problem is to find an estimate analogous to that given in Theorem 3 for the number of all non-cyclotomic factors of \( f \).

**Corollary 2 for \( K = Q \) has been proved by W. Ljungren [4] and H. Tverberg [8] by different methods and by Smyth on the same lines two years ago (in a letter to the writer).**

**Proofs are based on two lemmata both essentially due to Smyth.**

**Lemma 1.** Let \( f(z) = \sum_{n \geq 0} c_n z^n \) be holomorphic in an open disc containing \( |z| \leq 1 \), and satisfy \( |f(z)| \leq 1 \) on \( |z| = 1 \). Then

\[ |c_i| \leq 1 - |c_i|^2 \quad (i = 1, 2, \ldots) \]

(5)

and if \( c_i \) are real \( (i = 0, 1, \ldots) \), \( c_0 \neq 0 \), then

\[ \frac{(1 - c_i^2)}{1 + c_0} \leq c_m \leq 1 - \frac{c_i^2}{1 - c_0} \quad (i = 1, 2, \ldots) \]

(6)
Proof. To prove (5) we exclude the trivial case \(a_0 = 0\), apply Parseval’s Formula to \(f(z) = |a_0| + |a_1|z + \cdots\) and obtain

\[
|a_0|^2 + |a_1|^2 + \cdots + |a_{n-1}|^2 + |a_0| + |a_1|^2 + \cdots \leq \frac{1}{2\pi} \int_0^{2\pi} |z + \beta|^2 \, d\beta (\beta = e^{i\theta})
\]

So

\[
|a_0|^2 + |a_1|^2 + \cdots \leq |\beta|^2 + 1.
\]

Putting \( \beta = |a_1|/|a_0|e_1 \) (this choice of \( \beta \) was suggested by Dr. H. Iwaniec; Smyth considered only real \( e_1 \)) we get

\[
|a_0 + |a_1|/|a_0|e_1| \leq |a_0|^{-1}
\]

and hence (5) holds. The proof of (6) is given by Smyth [7], p. 170.

**Lemma 2.** If \( P(z) \) is a polynomial with the leading coefficient \( p_0 \), \( |P(0)| = |p_0| \), \( Q(z) = z^n P(z^{-1}) \neq \text{constant} \) then

\[
\frac{P(0)P(z)}{p_0Q(z)} = f(z)/g(z)
\]

where \( f(z) \) and \( g(z) \) are holomorphic in an open disc containing \(|z| < 1\), have absolute value 1 on \(|z| = 1\) and \( f(0) = g(0) = \pm \prod_{a_j \neq 0} a_j^{-1} \) where \( a_j \) runs over the zeros of \( P \).

Moreover if \( P(z) \) has real coefficients then the Taylor coefficients of \( f \) and \( g \) are also real, \( f(0) = g(0) \) is positive.

**Proof.** We set

\[
f(z) = \pm \prod_{a_j \neq 0} \left( z - a_j \right) \prod_{a_j < 1} \left( \frac{1}{1 - a_j z} \right), \quad g(z) = \pm P(0) \prod_{a_j > 1} \left( \frac{1 - a_j}{1 - a_j z} \right)
\]

and verify directly all the statements of the lemma, but the last one. To see the latter notice that for \( P \) with real coefficients the sequence \( \{a_j\} \) is a permutation of \( \{a_i\} \), hence

\[
\overline{f(z)} = f(\overline{z}), \quad \overline{g(z)} = g(\overline{z});
\]

\( f(0) > 0 \) can be achieved by a suitable choice of the sign \( \pm \).

Proof of Theorem 1 follows closely Smyth’s proof of his own theorem. We set

\[
A = \max_{i=1,2,\ldots,n} |a_i|,
\]

and denote the zeros of \( P \) by \( a_j \). Since \( \sqrt{2} > b_0 \) we are entitled to assume that \( A < \sqrt{2} \). First of all we must have \( P(0) = \pm 1 \) for otherwise by a theorem of Kronecker [3] about the conjugates of a totally real algebraic integer

\[
A \geq |P(0)| \geq \sqrt{2}
\]

(\(|\max| \) denotes the maximum absolute value of the conjugates of \( a \).) Secondly \( P(z)/Q(z) \) is non-constant. Accordingly, put

\[
\frac{P(0)P(z)}{Q(z)} = 1 + a_k z^k + a_{k+1} z^{k+1} + \cdots
\]

where \( k, l \) are the first two indices for which the corresponding \( a_i \)’s are non zero. Since \( a_0, a_k \) are totally real algebraic integers we have by the theorem of Kronecker \( |a_k| \geq 1 \) and either \( |a_k| \geq \sqrt{2} \) or \( a_k = \pm 1 \). If \( |a_k| \geq \sqrt{2} \) we may assume that \( |a_k| \geq \sqrt{2} \), otherwise if \( |a_k| \geq \sqrt{2} \) we replace \( P(z) \) by \( P(z) \), which does not affect the value of \( A \).

Now by Lemma 2

\[
\frac{P(0)P(z)}{Q(z)} = \frac{f(z)}{g(z)} = \frac{c + a_k z + a_{k+1} z^{k+1} + \cdots}{d + d_k z + d_{k+1} z^{k+1} + \cdots}
\]

where \( f(z) = c + a_k z + a_{k+1} z^{k+1} + \cdots, g(z) = d + d_k z + d_{k+1} z^{k+1} + \cdots \) are functions holomorphic in an open disc containing \(|z| < 1\), have real coefficients and

\[
|f(z)| = |g(z)| = 1 \quad \text{for} \quad |z| = 1,
\]

\[
c = d = \prod_{a_j > 1} |a_j|^{-1}.
\]

On comparing the series in (5) and (6) we obtain

\[
c_i = d_i \quad (i = 1, 2, \ldots, k-1);
\]

\[
a_k e_i + d_k e_i = c_k, \quad (i = 1, 2, \ldots, k-1);
\]

\[
a_k d_i + d_k c_i = e_{k+i} \quad (i = 1, 2, \ldots, l-k-1);
\]

\[
a_c + a_d + d_i e_i = e_i.
\]

Now if \( |a_k| \geq \sqrt{2} \), max(\(|a_k|, |d_k|\) \( \geq \sqrt{2}/2 \) by (11) and so from (5), \( \sqrt{2}/2 \) \( \leq 1 - c^2 \). This gives by (10) \( A \geq c^{-1} \geq \sqrt{2} \) a contradiction. Therefore
a_k = \pm 1 . \text{ We may assume that } a_k = 1 ; \text{ otherwise, by interchanging the roles of } P(z) \text{ and } Q(z) \text{ (this does not affect the value of } A), \text{ we may replace } 1 + a_k \theta^2 + a_k \theta + \ldots \text{ by its formal reciprocal, and so change the sign of } a_k .

Further, we may assume that } |a_k| \geq 1, \text{ otherwise if } |a_k^0| \geq 1 \text{ we replace } P(z) \text{ by } P^0(z) \text{ which affects neither the value of } A \text{ nor } a_k = 1 . \text{ It follows from (11) that}

\begin{equation}
|a_k| + |d_k| = \epsilon
\end{equation}

for otherwise we would have } \max(|a_k|, |d_k|) \geq \epsilon \geq \sqrt{2} \text{ and again } A \geq \sqrt{2} . \text{ Thus } \max(|a_k|, |d_k|) \geq \sqrt{2} \text{ and from (5) } \epsilon \sqrt{2} \leq 1 - \epsilon^2, \epsilon \leq (\sqrt{17} - 1)/4 . \text{ Since by (10) } \epsilon^{-1} \text{ is an algebraic integer}

\begin{equation}
\epsilon < (\sqrt{17} - 1)/4 .
\end{equation}

The case now divides into two cases.

The case } l < 2k . \text{ Following Smyth [7], pp. 172-173, we get from (9), (11), (12) and } a_k = 1 \text{ that for all real } \beta, \gamma

\begin{equation}
B = \frac{5}{4} \epsilon^2 + \frac{\gamma}{2} + \frac{a_k \epsilon + a_k \gamma}{2} + \left( \frac{\gamma^0}{2} - \frac{a_k \epsilon}{2} + \beta e \right)^2 \leq 2 + \gamma^2 + \beta^2 .
\end{equation}

\begin{equation}
E = \gamma^2 - \beta^2 \text{ is a quadratic polynomial, say, } F(\beta, \gamma, a_{-k}) . \text{ The matrix of the corresponding quadratic form } \frac{5}{4} \epsilon^2 + \frac{\gamma}{2} \text{ is}
\end{equation}

\begin{bmatrix}
\frac{\epsilon^2 - 1}{2} & \frac{a_k \epsilon}{2} & \frac{a_k \gamma}{2} \\
\frac{\epsilon}{2} & \frac{\epsilon^2 - 1}{2} & \frac{a_k \epsilon}{2} \\
\frac{a_k \epsilon}{2} & \frac{a_k \epsilon}{2} & \frac{\epsilon^2 - 1}{2}
\end{bmatrix}

The diagonal minors satisfy in virtue of (14) and of } |a_k| \geq 1

\begin{equation}
M_1 = \epsilon^2 - 1 < 0, \quad M_2 = \epsilon^2 - \frac{1}{2} \epsilon^2 - 1 > 0, \quad M_3 = \frac{\epsilon}{2} - 2 \epsilon^2 > 0 ,
\end{equation}

\begin{equation}
M_4 = \frac{\epsilon^2}{2} + \frac{a_k^2 \epsilon^2}{4} - \frac{\epsilon^2}{4} > 0 .
\end{equation}

It follows (cf. [1], p. 169) that

\begin{equation}
F(\beta, \gamma, a_{-k}) = M_1 (\gamma - \beta)^2 + \frac{M_2}{M_1} (\gamma + \beta)^2 + \frac{M_3}{M_2} (a_{-k} \gamma + \ldots)^2 + \frac{M_4}{M_2} .
\end{equation}

and by (15)

\begin{equation}
\frac{M_1}{M_3} = \min \max P(\beta, \gamma, a_{-k}) \leq 2 ,
\end{equation}

which gives by (16)

\begin{equation}
40 \epsilon^4 - 93 \epsilon^2 + 40 \geq 16 (2M_1 - M_3) \geq 0
\end{equation}

and (cf. [7], p. 174)

\begin{equation}
A \geq \epsilon^{-1} > \theta_0 .
\end{equation}

The case } l \geq 2k . \text{ It follows from (11), (12) and } a_k = 1 \text{ that}

\begin{equation}
a_{-k} \epsilon + a_k \epsilon + d_k = e_k .
\end{equation}

We now apply (6) to } f \text{ and } g , \text{ and obtain}

\begin{equation}
- \left( 1 - \frac{e_k}{1+c} \right) \leq a_{-k} \epsilon \leq 1 - \epsilon^2 - \frac{e_k^2}{1 + \epsilon} ,
\end{equation}

\begin{equation}
- \left( 1 - \epsilon^2 - \frac{e_k^2}{1 + \epsilon} \right) \leq - a_{-k} \epsilon \leq 1 - \epsilon^2 - \frac{e_k^2}{1 + \epsilon} .
\end{equation}

Adding these inequalities, and using (17), we have

\begin{equation}
- 2 (1 - \epsilon^2) + \frac{e_k^2}{1 + \epsilon} + \frac{e_k^2}{1 + \epsilon} \leq a_{-k} \epsilon \leq 2 (1 - \epsilon^2) - \left( \frac{e_k^2}{1 + \epsilon} + \frac{e_k^2}{1 + \epsilon} \right) .
\end{equation}

Now from (5) and (13) we know that

\begin{equation}
1 - \epsilon^2 \geq |d_k| \geq \epsilon^2 + \epsilon - 1 .
\end{equation}

If } l = 2k, \text{ } a_{-k} \geq 1 \text{ we use the right hand side inequality of (18) and obtain}

\begin{equation}
\epsilon^2 + \epsilon - 1 \leq |c_k| \leq 2 (1 - \epsilon^2) - \left( \frac{e_k^2}{1 + \epsilon} + \frac{e_k^2}{1 + \epsilon} \right) \leq M ,
\end{equation}

where

\begin{equation}
M = \max_{c_k, \epsilon - 1, c_k - \epsilon, \epsilon - 1} \left( \frac{2 (1 - \epsilon^2) - x^2}{1 + \epsilon} - \frac{(\epsilon - x)^2}{1 - \epsilon} \right) .
\end{equation}

If } l = 2k, \text{ } a_{-k} \leq -1 \text{ we use the left hand side inequality of (18) and obtain}

\begin{equation}
\epsilon^2 + \epsilon - 1 \leq |c_k| \leq 2 (1 - \epsilon^2) - \left( \frac{e_k^2}{1 + \epsilon} + \frac{e_k^2}{1 + \epsilon} \right) \leq M .
\end{equation}

If } l \geq 2k \text{ the inequality } \epsilon^2 + \epsilon - 1 \leq M \text{ follows at once from (18). However as Smyth has shown ([7], p. 175) this inequality implies } 1 - \epsilon^2 = 0 , \text{ thus } A \geq \epsilon^{-1} \geq \theta_0 . \text{ The proof is complete.}
Lemma 3. The following inequalities hold:

\[(19) \quad \prod_{i=1}^{n} (y_i - 1) \leq \left( \prod_{i=1}^{n} y_i \right)^{1/n} - 1 \quad \text{for } y_i > 1,\]

with the equality attained only if \(y_1 = y_2 = \ldots = y_n;\)

\[(20) \quad y + \sqrt{y^2 + 1} \leq \left(1 + \sqrt{1 + y^2} \right) \frac{1}{y} \quad (\sigma > 0, y > 0)\]

with the equality attained only for \(y = 1.\)

Proof. We have

\[\frac{d^2}{dx^2} \log \left( e^x - 1 \right) = \frac{e^x}{(e^x - 1)^2} < 0,\]

\[\frac{d^2}{dx^2} \log \left( e^x + \sqrt{1 + e^{2x}} \right) = \frac{e^x}{(e^x + e^{x^2})^2} > 0.\]

The inequality (19) as well as the subsequent statement follows by the substitution \(y = \sigma^2\) from the concavity of \(\log \left( e^x - 1 \right)\). The inequality (20) and the subsequent statement follow by the same substitution from the Taylor expansion of \(\log \left( e^x + \sqrt{1 + e^{2x}} \right)\) at \(x = 0.\)

Proof of Theorem 2. Note first that if \(a \in K\) then \(a \in K\) and \(a^0 = a^0\), \(|a|^0 = |a|^0\).

Since the conditions on \(P\) and the inequality (2) are invariant with respect to multiplication of \(P\) by a constant factor we assume that the coefficients of \(P\) are integers. If \(|P(0)| \neq |p_0|\), we consider the product

\[(22) \quad \prod_{i=1}^{k} \left| P^{(0)} \right| - |p_0|^2 |N_{K/\mathbb{Q}}(P(0)) - |p_0|^2 |N_{K/\mathbb{Q}}(C(P)) | \geq \prod_{i=1}^{k} \left( C(P) \right) |C(P)) |^2.\]

Let \(H = \prod_{i=1}^{k} \max \left( |P^{(0)}(0)/p_0^{(0)}, 1 \right) \) have \(k\) factors equal \(|P^{(0)}(0)/p_0^{(0)}|\) corresponding to \(i = 1, \ldots, k\) and set \(N_{K/\mathbb{Q}}(P_0) := N_0, N_{K/\mathbb{Q}}(P(0)) := N_1, N_{K/\mathbb{Q}}(C(P)) = N_2.\)

We have the identities

\[\prod_{i=1}^{k} \left| P^{(0)} \right|^2 - |p_0|^2 \left| N_{K/\mathbb{Q}}(P(0)) - |p_0|^2 \left| N_{K/\mathbb{Q}}(C(P)) \right|^2 \right.\]

hence \(V_5 \in K\). Besides by (25)

\[\left| P^{(0)}(0) \right| - |p_0|^2 \left( \left| 1 + V_5 \right|^k \right) \quad \text{for } i = 1, \ldots, k,

\[\left| P^{(0)}(0) \right| \left| 1 - V_5 \right|^k \quad \text{for } i = k+1, \ldots, |K|,\]

which implies \(k = |K|/2, |P(0)/p_0| = \frac{1 + \sqrt{5}}{2}\).

In this way the theorem is proved for the case where \(|P(0)| \neq |p_0|\). If \(|P(0)| = |p_0|\) then by Lemma 2

\[(26) \quad \frac{f_i(z)}{|P_0|Q_i(z)} = \frac{f_i(z)}{g_i(z)},\]

\(\mathbb{A} = \mathbb{A}_\mathbb{R} \times \mathbb{F}_4,\)

\[H \geq \frac{1 + \sqrt{5}}{2} \frac{N_0}{N_1} \frac{N_2}{N_3} \quad \text{for } \frac{1 + \sqrt{5}}{2} \frac{N_0}{N_1} \frac{N_2}{N_3} \]

Thus by (20) with \(a = d, y = |N_2|^2/N_1N_3\)

\[(24) \quad H \geq \left( 1 + \sqrt{5} \right)^{|K|/2} \frac{N_0}{N_1} \frac{N_2}{N_3} \quad \text{for } \frac{1 + \sqrt{5}}{2} \frac{N_0}{N_1} \frac{N_2}{N_3} \]

and since \(\prod_{i=1}^{k} |a_i| \geq \max \left( |P^{(0)}(0)/p_0^{(0)}| \right)\), the inequality (2) follows.

The equality is possible only if we have equality in (23) and (24) hence by Lemma 3 only if

\[\left| P^{(0)}(0) \right| = \left| P^{(0)}(0)/p_0^{(0)} \right| \quad \text{for } i = 1, \ldots, k,

\[\left| P^{(0)}(0) \right| \left| P^{(0)}(0)/p_0^{(0)} \right|^{-1} \quad \text{for } i = k+1, \ldots, |K|;\]

\[N_2 = |N_0N_1|\].

Since \(N_0, N_0N_1\) the last equality implies \(N_0 = N_0 = N_1\) and \(C(P) = (p_0).\) Moreover by (25) the equality in (24) gives

\[\left| P^{(0)}(0) \right| \left| 1 + V_5 \right|^k \quad \text{for } i = 1, \ldots, k,

\[\left| P^{(0)}(0) \right| \left| 1 - V_5 \right|^k \quad \text{for } i = k+1, \ldots, |K|,\]

\[H \geq \frac{1 + \sqrt{5}}{2} \frac{N_0}{N_1} \frac{N_2}{N_3} \quad \text{for } \frac{1 + \sqrt{5}}{2} \frac{N_0}{N_1} \frac{N_2}{N_3} \]

which implies \(k = |K|/2, |P(0)/p_0| = \frac{1 + \sqrt{5}}{2}\).

In this way the theorem is proved for the case where \(|P(0)| \neq |p_0|\). If \(|P(0)| = |p_0|\) then by Lemma 2

\[\left( \frac{P^{(0)}(0)}{p_0^{(0)}} Q_i(z) \right) = \frac{f_i(z)}{g_i(z)},\]

\(\mathbb{A} = \mathbb{A}_\mathbb{R} \times \mathbb{F}_4,\)

\[H \geq \frac{1 + \sqrt{5}}{2} \frac{N_0}{N_1} \frac{N_2}{N_3} \quad \text{for } \frac{1 + \sqrt{5}}{2} \frac{N_0}{N_1} \frac{N_2}{N_3} \]


where $Q_i(z) = \delta_i^{P_i} P_i^0(z^{-1}); f_i(z), g_i(z)$ are holomorphic in an open disc containing $|z| \leq 1$, have absolute value 1 on $|z| = 1$ and
\begin{equation}
  f_i(0) = g_i(0) = \pm \prod_{|y| > 1} a_{y}^{-1}.
\end{equation}
However by (21) $P_i^0(0) = P(0)^0, Q_i(z) = Q_i^0(z)$, thus
\begin{equation}
  \frac{P_i^0(0) P_i^0(z)}{Q_i^0(z)} = 1 + a_{i}^0 z^2 + \ldots
\end{equation}
where $a_{i}^0$ is the first non-zero coefficient. Setting
\begin{align*}
  f_i(z) &= c_{i0} + c_{i1} z + c_{i2} z^2 + \ldots, \\
  g_i(z) &= d_{i0} + d_{i1} z + d_{i2} z^2 + \ldots
\end{align*}
we get from (27) and (28)
\begin{equation*}
  a_{i0}^0 c_{i0} + a_{i2} d_{i2} = c_{i2}.
\end{equation*}
By (5)
\begin{equation*}
  |c_{i0}| \leq 1 - |c_{i0}|^2, \quad |d_{i0}| \leq 1 - |d_{i0}|^2,
\end{equation*}
and by (20) with $c = 16, y = |a_{i0}^0|$
\begin{equation*}
  |c_{i0}|^{-1} \geq \frac{|a_{i0}^0|}{4} + \sqrt{1 + \left(\frac{|a_{i0}^0|}{4}\right)^2} \geq \frac{1 + \sqrt{17}}{4} |a_{i0}^0|^{1/17}.
\end{equation*}
Hence by (27)
\begin{equation*}
  \prod_{i=1}^{[K]} \left| a_{i0}^0 \right| = \prod_{i=1}^{[K]} |c_{i0}|^{-1} \geq \left(\frac{1 + \sqrt{17}}{4}\right)^{[K]} |N_{K/Q} a_{i0}^0|^{1/17}.
\end{equation*}
Now, if \( P_i(0) C(P) = (p_0) C(P) \) then by (28) $p_{i0}^0 a_{i0}^0$ is an integer divisible by $C(P^0)$, thus
\begin{equation*}
  |N_{K/Q} a_{i0}^0| \geq N_{K/Q} \frac{C(P)}{(p_0)},
\end{equation*}
and
\begin{equation*}
  \prod_{i=1}^{[K]} \left| a_{i0}^0 \right| \geq \left(\frac{1 + \sqrt{17}}{4}\right)^{[K]} \left( N_{K/Q} \frac{C(P)}{(p_0)} \right)^{1/17}.
\end{equation*}
The equality is impossible here since it implies by Lemma 3 that $a_{i0}^0 = 1$ and $C(P) = (p_0)$, but then the left hand side is an algebraic integer while the right hand side is not.
It remains to consider the case where $|P(0)| = |p_0|$ and $P$ is irreducible.

Let $m$ be the greatest integer such that $P(z) = R(z^m)$ with $R \in K[z]$. Then $R(z) \neq R(-z)$. Since $P$ and $R$ have the same leading coefficients, $R(0) = P(0), C(R) = C(P)$ and both sides of (2) have the same value for $P$ and for $R$ we may assume that $R(z) = P(z)$ or $R(z) = -P(-z)$. Also $R(z) \neq P(-z)$ since $P(0) \neq 0$ and we can choose $z = \pm 1$ such that $\delta_{\pm}^0 P(z^{-1}) \neq \text{const} P(z)$.

Consider now the polynomial $S(z) = P(z) \bar{P}(z)$. It satisfies the condition
\begin{equation*}
  \delta_{\pm}^0 \bar{S}(z^{-1}) \neq \text{const} S(z),
\end{equation*}
since the irreducible factor $\delta_{\pm}^0 P(z^{-1})$ of the left hand side is not proportional to either factor of the right hand side. Moreover the leading coefficient $s_0$ of $S$ equals $|p_0|^2 = |P(0)|^2 = S(0), C(S) = C(P) C(\bar{P})$ and $\bar{S}(0)|C(S)| = (s_0)|C(S)|$.

Applying to $S$ the part of (2) already proved and using the fact that the zeros of $S$ coincide in absolute value with those of $P$ we get
\begin{equation*}
  \prod_{i=1}^{[K]} \left( \prod_{|y| > 1} |a_{ij}^0| \right)^{1/2} \geq \left(\frac{1 + \sqrt{17}}{4}\right)^{[K]} \left( N_{K/Q} C(S) \right)^{1/17},
\end{equation*}
and the proof is complete.

**Proof of Corollary 1.** Since $\delta_{\pm}^0 P(z^{-1}) \neq \text{const} P(z)$ at least one irreducible factor of $P$, say $R$ satisfies $\delta_{\pm}^0 \bar{R}(z^{-1}) \neq \text{const} R(z)$. Denoting the leading coefficient of $R$ by $\alpha_0$ and the zeros of $R^0$ by $\beta_0$ we have
\begin{equation*}
  \prod_{i=1}^{[K]} \prod_{|y| > 1} |a_{ij}^0| \geq \prod_{i=1}^{[K]} \prod_{|y| > 1} |\beta_{ij}| \geq \left(\frac{1 + \sqrt{17}}{4}\right)^{[K]} \left( N_{K/Q} C(R) \right)^{1/17} \cdot \left(\frac{1 + \sqrt{17}}{4}\right)^{[K]} \left( N_{K/Q} C(R) \right)^{1/17},
\end{equation*}

since by the multiplicative property of the content $C(R)$ is divisible by $\alpha_0$. In the above sequence of inequalities at least one must be strict, which proves the corollary.

**Lemma 4.** If $f$ is a nonic polynomial with complex coefficients and the zeros $z_j$ then
\begin{equation}
  \prod_{|z_j|^2 > 1} |z_j|^2 + \prod_{|z_j|^2 < 1} |z_j|^2 \leq \|f\|.
\end{equation}
(empty products denote 1) with the equality attained only if
\[ z^{\infty} f(z) f(z^{-1}) = f(0) z^{\infty} |f| + |f| z^{\infty} + f(0). \]

Proof. The inequality (29) is due to J. V. Gonçalves [2], it is only the last assertion of the lemma, which requires the proof. This is obtained easily from Ostrowski's proof of (29). Ostrowski [5] shows namely that
\[ g(z) = \prod_{|z_i| > 1} (z - z_i) \prod_{|z_i| < 1} (1 - z z_i) = z^{\infty} \prod_{|z_i| < 1} (-z) + \ldots + \prod_{|z_i| > 1} (-z), \]

Therefore equality in (23) implies that
\[ g(z) = z^{\infty} \prod_{|z_i| < 1} (-z) + \prod_{|z_i| > 1} (-z), \]

whence
\[ z^{\infty} f(z) f(z^{-1}) = f(0) z^{\infty} |f| + |f| z^{\infty} + f(0). \]

Proof of Theorem 3. Since the inequalities (3) are invariant with respect to multiplication of \( f \) by a constant factor we may assume that \( f \) is monic. Let the conjugates of \( K \) be numbered so that all different conjugates of \( f \) occur equally often among \( f^0 \) (\( i = 1, \ldots, |L| \)).

Let \( z_q \) be the zeros of \( f^0 \). Let finally
\[ f = P_s P_1 \ldots P_n, \]

where \( P_s \) are monic and for \( v > 0 \) satisfy \( z^{\infty} P_s (z^{-1}) \neq \text{const} P_s (z) \). We have
\[ N_{|z_q|} (O(P_s)) \leq 1 \quad \text{and} \quad \prod_{s=0}^{|L|} |O(P_s)| = |O(f)|. \]

Hence by Corollary 1
\[ \prod_{i=1}^{|L|} \prod_{|z_i| < 1} |z_i| \prod_{|z_i| > 1} |z_i| = \prod_{i=1}^{|L|} \prod_{|z_i| < 1} |z_i| \prod_{i=1}^{|L|} \prod_{|z_i| > 1} |z_i| \]

\[ \geq \left( \frac{1 + \sqrt{17}}{4} \right)^{|L|} \prod_{v=0}^{|L|} N_{|z_q|} (O(P_s)) = \left( \frac{1 + \sqrt{17}}{4} \right)^{|L|} N_{|z_q|} (O(f)) \]

\[ \prod_{i=1}^{|L|} \prod_{|z_i| > 1} |z_i| \geq \left( \frac{1 + \sqrt{17}}{4} \right)^{|L|} N_{|z_q|} (O(f)). \]

If all prime ideal factors \( p \) of \((1, f(0)) C(f)^{-1} \) in \( K \) satisfy \( \overline{p} = p \) then in view of the divisibility
\[ (1, P_s(0)) C(P_s)^{-1} |(1, f(0)) C(f)^{-1} \]

we have \((1, P_s(0)) C(P_s)^{-1} = (1, \overline{P_s(0)}) C(\overline{P_s})^{-1} = a_s \). Hence either \( |P_s(0)| \neq 1 \) or
\[ (\overline{P_s(0)}) C(\overline{P_s}) = (\overline{P_s(0)}) |1, P_s(0)| \overline{a_s} = (\overline{P_s(0)}) |P_s(0)| \overline{a_s} = (\overline{P_s(0)}) |1, \overline{a_s}| = \overline{C(\overline{P_s})} \]

and using Theorem 2 instead of Corollary 1 we get
\[ (30a) \quad \Pi = \prod_{i=1}^{|L|} \prod_{|z_i| > 1} |z_i| \geq \left( \frac{1 + \sqrt{17}}{4} \right)^{|L|} N_{|z_q|} (O(f)). \]

On the other hand, by Lemma 4
\[ \prod_{|z_i| > 1} |z_i|^2 + \prod_{|z_i| < 1} |z_i|^2 \leq |f(0)| (i = 1, \ldots, |L|), \]

hence
\[ \prod_{i=1}^{|L|} \prod_{|z_i| > 1} |z_i|^2 + \prod_{i=1}^{|L|} \prod_{|z_i| < 1} |z_i|^2 \leq N_{|z_q|} |f| \]

However
\[ \prod_{i=1}^{|L|} \prod_{|z_i| < 1} |z_i|^2 = \Pi^{-2} N_{|z_q|} |f(0)| \geq \Pi^{-2} N_{|z_q|} |O(f)| \]

for \( N_{|z_q|} (O(f)) \leq \min(1, |N_f(0)|) \). Thus
\[ \Pi^2 + N_{|z_q|} (O(f)) \Pi^{-2} \leq N_{|z_q|} |f| \]

and by (30) the inequalities (3) follow. The equality in (3a) implies the equality in (30a), (31), (32) and (33). The equality in (31) and (32) imply that \( |L| = 1 \). The equality in (33) implies \( C(f) = |f(0)| = 1 \). By Lemma 4 the equality in (31) implies
\[ \prod_{|z_i| > 1} |z_i|^2 \leq \Pi^{-2} N_{|z_q|} |f(0)| \]

\[ \prod_{i=1}^{|L|} \prod_{|z_i| < 1} |z_i|^2 \geq \left( \frac{1 + \sqrt{17}}{4} \right)^{|L|} N_{|z_q|} (O(f)). \]

Since \( \left( \frac{1 + \sqrt{17}}{4} \right)^{|L|} \) is an integer, \( n \) must be even, \( n = 2m \).

If \( n = 0 \) then
\[ z^{\infty} f(z) f(\frac{1}{z}) = \pm (z^{\infty} \pm 1)^2 \]
and since all cyclotomic polynomials are reciprocal
\[ z^n f(\frac{1}{z}) = \pm f(z); \quad f(z)^2 = (z^n \pm 1)^2; \quad f(z) = z^n \pm 1. \]

If \( n > 0 \) then the equality in (30) implies in virtue of Theorem 2 that
\[ \sqrt{5} \in K \quad \text{and} \quad |P_\nu(0)| = \frac{1+\sqrt{5}}{2} \quad \text{for} \quad \nu = 1, 2, \ldots, n. \]

Now, the right hand side of (34) equals
\[ \pm (z^n \pm \left(\frac{1+\sqrt{5}}{2}\right)^{2m}) \left(z^n \pm \left(\frac{1+\sqrt{5}}{2}\right)^{-2m}\right) \]
hence \( g(z) = z^n \pm \left(\frac{1+\sqrt{5}}{2}\right)^{2m} \) has in \( K \) \( 2m \) monic factors \( P \) such that
\[ |P(0)| = \frac{1+\sqrt{5}}{2}. \]
Since the zeros of \( g(z) \) have absolute value \( \left(\frac{1+\sqrt{5}}{2}\right)^{2m/n} \), it follows that the degree of each factor is \( |f|/2m \), hence \( |f| = 2m, l \) integer. Let \( a = \text{ord}_Z m + \frac{1}{2} \pm \frac{1}{2} \), where the sign is that occurring in (34). We have
\[ g_1(z) = z^a + \frac{1+\sqrt{5}}{2} z^{-a} - g(z). \]

By Capelli’s theorem \( g_1(z) \) is irreducible in \( Q(\sqrt{5}) \) hence by (34)
\[ g_1(z) f(z) \quad \text{or} \quad g_1(z) z^n f(\frac{1}{z}). \]

Assuming without loss of generality the first possibility we get
\[ z^{a^2 + (1+\sqrt{5})^2,2} f(z), \]
\[ z^{a^2 + (1+\sqrt{5})^2,2} z^f(\frac{1}{z}) \]
and if \( a > 0 \)
\[ g_1(z)^a \pm z^{a^2 + \left(\frac{1+\sqrt{5}}{2}\right)^{2m} + \left(\frac{1+\sqrt{5}}{2}\right)^{-2m}} \pm 1, \]
which is impossible. Therefore \( a = 0 \), the sign is lower and \( m \) is odd. It remains to show that \( K = Q(\sqrt{5}, \zeta_{2m}) \). Assume that any of the considered factors of \( g(z) \) in \( K \) is not binomial. Then it has a coefficient of the form
\[ c\left(\frac{1+\sqrt{5}}{2}\right)^{kl}, \]
where \( 0 < k < l, c \neq 0 \) and \( c \in Q(\zeta_{2m}). \) It follows that
\[ \left(\frac{1+\sqrt{5}}{2}\right)^{kl} \in K(\zeta_{2m}), \]
which is impossible since the field \( K(\zeta_{2m}) \) satisfies again the assumptions of Theorem 2 and \( \left(\frac{1+\sqrt{5}}{2}^m\right) \) has some real and some complex conjugates. Thus the required factorization \( g(x) = K \)

\[ z^{2m} - \left(\frac{1+\sqrt{5}}{2}\right)^{2m} \quad \text{has} \quad \text{some real and some complex conjugates}. \]

and \( K = Q(\sqrt{5}, \zeta_{2m}). \) Conversely, if \( K = Q(\sqrt{5}, \zeta_{2m}), L = Q \) and \( f \) satisfies (4) then \( z^n f(x), f(x) \) has some factors in \( K \), \( f(x) \) has some factors and the equality holds in (33).

**Proof of Corollary 2.** \( \varphi(z) \) satisfies the conditions of (34). If \( z^n P(x^{-1}) \) then \( P(x) \) is irreducible in \( Q(\sqrt{5}) \) because \( (z^n P(x^{-1})) = const \cdot P(x) \) and \( P(x) \) is irreducible, thus
\[ P(x) = (z^n + az^n + \cdots + z^n) = (z^n - 2z^n + 1). \]

It follows that \( \varphi(z) = z^n + az^n - 1. \)
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