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§ 0. Introduction. In this paper we make some observations regarding
Hasse Principles for algebraic equations of one variable (in § 1) and for
homogeneous forms (in § 2).

First of all, we give the definition of Hasse Principle. Let \( k \) be an
algebraic number field of finite degree and \( k_p \) its completion with respect
to \( p \) where \( p \) is a prime spot, discrete or not. Let \( k[x_1, \ldots, x_n] \) be the
polynomial ring in \( n \) variables with coefficients in \( k \) and \( f(x_1, \ldots, x_n) \)
belong to \( k[x_1, \ldots, x_n] \).

We say Hasse Principle/\( k \) (resp. strong Hasse Principle/\( k \)) holds for
\( f(x_1, \ldots, x_n) \), when \( f(x_1, \ldots, x_n) = 0 \) has a solution in \( k \) if and only if
it has a solution in \( k_p \) for all prime spots \( p \) (resp. for all but a finite number
of exceptions). If \( f(x_1, \ldots, x_n) \) is a form, a solution means a non-trivial
one.

In § 1 we will obtain various results on the strong Hasse Principles
for algebraic equations of one variable and for binary forms over algebraic
number fields. As the strong Hasse Principle for irreducible polynomials
of one variable is known to hold (Hasse [4]), we have only to deal with
the reducible cases. The special case when \( f(x) = x^n - a \) is considered
in Artin–Tate (Chap. 9, 10 [1]) and in H. B. Mann (Chap. 16 [5]). Another
special case is considered in Van der Waerden [10]. Our proofs are based
mainly on algebraic number theory with some class field theory.

In § 2 our aim is to disprove Hasse Principles for forms of degree 5.
As is well known, the Hasse–Minkowski theorem assures the validity
of Hasse Principles for any quadratic forms. So far as forms of higher
degree are concerned, things are not at all simple if the form is irreducible
of odd degree. (See [2], p. 72.) For forms of degree 3, E. S. Selmer [7]
first disproved Hasse Principles by his famous counterexample \( 3x^3 + + 4y^3 + 5z^3 = 0 \) and later others were found by Swinnerton-Dyer [8],
Mordell [6] and Cassels–Guy [3]. These four papers seem to contain all
counterexamples for irreducible forms of odd degree known up to now.
In this section we assert and show that the irreducible form of degree 5,
\( (x^5 + 5y^5)(x^2 + 17y^2) - 17x^2 \) is a counterexample. The proof is based on
algebraic number theory together with some results of § 1.
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§ 1. Strong Hasse Principle. Throughout this section, we fix the following notations.

$k$: an algebraic number field of finite degree,
$p$: a prime ideal of $k$,
$k_p$: a completion of $k$ with respect to $p$,
$f(x) \in k[x]$: the polynomial ring of one variable over $k$,
$k(f)$: the composite field of $k$ and the roots of $f$,
A.a.p.: almost all prime ideals, i.e., all prime ideals but a finite number of exceptions,
S.H.P./$k$: Strong Hasse Principle over $k$.

First, we make two obvious remarks which will be used frequently.

Remarks. (1) If $f(x)$ has no roots in $k_p$, S.H.P. holds for $f(x)$ if and only if there exist an infinite number of primes $p$ such that $f(x)$ has no roots in $k_p$.

(2) If $K \supset k$ and $f(x)$ has no roots in $K$, then the validity of S.H.P./$K$ for $f(x)$ implies that of S.H.P./$k$ for $f(x)$.

The next lemma is well known.

Lemma 1. Let $f(x)$ be irreducible over $k$ and any one of its roots. Then for a.a.p., the following statements are equivalent.

(1) $f(x)$ has some roots in $k_p$.

(2) $p$ has a prime factor of relative degree 1 in $k(a)$.

Proposition 1. If $f(x)$ is a Galois equation (i.e., $k(f)$ can be obtained from $k$ by an addition of any one root of $f(x)$) then S.H.P. holds for $f(x)$.

Proof. As $k_p(f) = k_p(a)$ for any root $a$ of $f$, we can assume that $k_p(f) = k_p$ for a.a.p. On the other hand, if $k(f) \neq k$, by the density theorem of Tschabotareff, there exist an infinite number of prime ideals in $k$ which do not factor completely in $k(f)$. This implies $k_p(f) \neq k_p$ for an infinite number of $p$'s, contradicting the assumption, hence $k(f) = k$ and $f$ can be solved in $k$, q.e.d.

Proposition 2. If $f(x)$ is a polynomial of fourth degree then S.H.P. holds for $f(x)$.

Proof. ($f$: irreducible). The Galois group $G$ of $f$ is either symmetric group $S_4$, alternating group $A_4$, or a group $B_4$ of order 8 or a group $B_4$ of order 4. If $G = B_4$, $f(x)$ is a Galois equation so that S.H.P. holds by Proposition 1. It is easily seen that if $G = A_4$ or $B_4'$ then S.H.P. holds over the subfield $K$ of $k(f)$ corresponding to $D_4$ and if $G = S_4$ then it holds over the subfield $K$ of $k(f)$ corresponding to $A_4$.

By the Remark (2) it holds over $k$.

($f$: reducible.) So far as S.H.P. is concerned, we can assume without any loss of generality that $f(x)$ is written in the form $(x^2 - \lambda)(x^2 - \lambda')$. If $k(f) = k(V \lambda, V \lambda')$ is of degree 2 over $k$ then $f(x)$ is a Galois equation and Proposition 1 applies. If $k(f)$ is of degree 4 over $k$ then $k(V \lambda \lambda')$ contains no root of $f$ and $f(x)$ is a Galois equation over $k(V \lambda \lambda')$ and Proposition 1 applies, q.e.d.

Corollary. Let $m, n$ be integers which are not squares. Then there exist an infinite number of primes $p$ such that

$$\left(\frac{m}{p}\right) = -1.$$

This Corollary will be generalized after Proposition 4.

Proposition 3. Let $f(x)$ be a reducible polynomial of degree 5 which is written as $f = gh$ where $g$ is irreducible of degree 3 and $h$ is irreducible of degree 2. Let $D_a, D_b$ be the respective discriminants. Then S.H.P./$k$ holds for $f(x)$ if and only if $D_a$ is not multiplicatively congruent to $D_b$ modulo $k$.

Proof. ($k(g)/k$: degree 3.) In this case, the density of prime ideals of $k$ which do not split completely in $k(g)$ (resp. $k(h)$) is $\frac{3}{5}$ (resp. $\frac{1}{5}$) and $\frac{3}{5} + \frac{1}{5} > 1$. Hence there are an infinite number of prime ideals in $k$ which do not split in either $k(g)$ or $k(h)$. This shows the validity of S.H.P. for $f(x)$ by Lemma 1. In this case $D_a$ is in $k^2$ and hence $D_a$ is not congruent to $D_b$ modulo $k^2$.

($k(g)/k$: degree 6.)

Case 1. $k(g) \supset k(h)$. Let $a$ be a root of $g(x)$. As $k(g)/k$ is not cyclic, a prime ideal $p_0$ of $k$ which remains prime in $k(a)$ must split completely in $k(g)/k(a)$. It follows, by the translation theorem of class field theory, except for a finite number of $p$, $k(x_{k(a)P}) = k(a)$ splits completely in $k(h)$. Hence $p$ itself splits completely in $k(h)$. Summing up, except for a finite number of $p$, if $g$ has no root in $k_p$, then $h$ has a root in $k_p$. This implies that S.H.P. fails.

In this case, as $k(g)$ has only one subfield of degree 2, $k(V D_a) = k(V D_b)$ and $D_a$ is congruent to $D_b$ modulo $k^2$.

Case 2. $k(g) \cap k(h) = k$. Let $K$ be a subfield of $k(g)$ corresponding to $A_4$. As $K$ contains no roots of $g$ or $h$, it is easily seen that S.H.P. holds for $f(x)$ over $K$ by the arguments of the first case. In this case, $D_a$ is not congruent to $D_b$ modulo $k^2$, q.e.d.

Using this proposition it is quite easy to construct examples for which the S.H.P. fails. For example $f(x) = (x^3 + 5)(x^2 + 3)$ has no S.H.P./$Q$. 

More precisely, by the above proof, $f(x)$ can be solved at all primes except $Q_1, Q_2,$ and $Q_5$. This fact will be used in § 2.

**Theorem 1.** For $f(x_0) = g(x_0) h(x_0)$ where $g(x_0)$ and $h(x_0)$ are irreducible over $k$, S.H.P. holds except the following case (\(\ast\)):

\(\ast\) $k(g) \not\cong k(h)$ and $k(a) \cong k(\beta)$ for any root $a$ of $g$ and $\beta$ of $h$

(or the case where $g$ and $h$ are exchanged).

**Proof.** If $k(g) = k(h)$, S.H.P. holds for $f$ since we know that it holds for any irreducible polynomials. When $k(g) \not\cong k(h)$ or $k(\beta) \not\cong k(h)$, put $K = k(g) \cap k(h)$. As $K/k$ is a Galois extension, $K$ contains no root of $g$ or $h$. Therefore we have only to prove S.H.P. over $K$. We distinguish two cases.

Case 1 $(g$ and $h$ are irreducible over $K$). First we show that $G(K(g)/k)$ (resp. $G(K(h)/k)$) contains an element $\sigma_g$ (resp. $\sigma_h$) that fixes no root of $g$ (resp. $h$) in the following; assume each element of $G = G(K(g)/k)$ fixes some root of $g$. Let $a_1, \ldots, a_n$ be the roots of $g$. Since $G$ is transitive, for each $i$, there is an element $a_i$ in $G$ which sends $a_1$ to $a_i$. Then, letting $H_i$ be the stability subgroup of $a_i$ in $G$, we have

$$G = H_1 \cup a_1 H_1 \cup \cdots \cup a_n H_1 \quad \text{(disjoint union)}$$

Therefore $\#G = mn$ where $\#H_1 = m$. Put $H_i = \sigma_i H_1 \sigma_i^{-1}$. Then $\#H_i = m$ and $G = H_1 \cup \cdots \cup H_m$ by the assumption. But this union is no longer disjoint since each $H_i$ contains 1. Hence $\#G < mn$ and we have a contradiction. Thus we have proved our assertion. Now,

$$K(f) = K(g) \cap K(h) \quad \text{and} \quad G(K(f)/k) = G(K(g)/k) \times G(K(h)/k).$$

Regarding $(\sigma_g, \sigma_h)$ as an element of $G(K(f)/k)$, there exists a prime ideal, hence an infinite number of prime ideals, in $K$ whose Frobenius automorphism in $K(f)$ is $(\sigma_g, \sigma_h)$. These prime ideals are easily seen, from their construction, to have no prime factors of relative degree 1 in either $K(a)$ or $K(\beta)$ where $a$ (resp. $\beta$) is any root of $g$ (resp. $h$). Hence S.H.P. holds for $f = gh$ over $K$.

Case 2 $(g$ or $h$ is reducible over $K$). As $K/k$ is a Galois extension, irreducible factors of $g$ are conjugate over $k$. Therefore the solvability of $g$ in $K_q$ is equivalent to that of any one irreducible factor of $g$ in $K_q$. The same goes with $h$ and hence we can reduce this case to case 1. Hence S.H.P. holds for $f$ over $K$.

Now, the case left to prove is the one when $k(g) \not\cong k(h)$ and $k(a) \not\cong k(\beta)$ for some root $a$ of $g$ and $\beta$ of $h$. In this case, take an element of $G(k(h)/k)$ that fixes no root of $h$ and denote by $\sigma_h$ its prolongation to the automorphism of $k(h)$ over $k$. As $\sigma_h$ fixes no root of $g$ by the assumption, the prime ideal in $k$ whose Frobenius automorphism in $k(g)$ is $\sigma_g$ has no prime factor of relative degree 1 in either $k(a)$ or $k(\beta)$. Hence S.H.P. holds for $f = gh$ over $k$ and this completes the proof of Theorem 1. q.e.d.

**Remark.** In the case (\(\ast\)), whether S.H.P. holds or not appears complicated. An example for which S.H.P. holds is $(x^2 - 2)(x^2 + 1)$ and the one for which S.H.P. fails is $(x^2 + 3)(x^2 + 5)$. The latter example is already referred to and the former can be verified by a direct computation of the Galois group of $x^2 - 2$. Van der Waerden [10] has got a necessary (but not sufficient) condition for the validity of S.H.P. for $f = gh$ and $h$ of odd prime degree.

**Proposition 4.** Let $f(x) = (x^2 - A_1)(x^2 - A_2) \cdots (x^2 - A_m)$ where $A_1, A_2, \ldots, A_m$ are numbers of $k$ which are not squares in $k$. Then the following assertions are equivalent:

1. S.H.P. for $K$ does not hold for $f(x)$;
2. Some $A_i$ is multiplicatively congruent to a product of an even number of others modulo $k^2$.

**Proof.** First we note that if $A_1, \ldots, A_m$ are multiplicatively independent modulo $k^2$ then S.H.P. holds. For, in this case, $k(f) = k(V A_1, \ldots, V A_m)$ is of degree 2 over $k$ and, putting $K = k(V A_1, V A_2, \ldots, V A_m, 1)$, $K$ contains no root of $f(x)$. It is clear that $k(f)$ is of degree 2 over $K$ and $f$ is a Galois equation over $K$. Hence Proposition 1 applies and S.H.P. holds over $k$.

2. $\Rightarrow$ 1. Let $A_i = A_{i0} \cdots A_{it} \pmod{k^2}$. Apply the quadratic residue symbol on both sides. Then

$$\left( \frac{A_i}{p} \right) = \left( \frac{A_{i0}}{p} \right) \cdots \left( \frac{A_{it}}{p} \right)$$

and it follows that there exists no prime ideal $p$ making all these factors $-1$ at the same time. In another words

$$(x^2 - A_1)(x^2 - A_2) \cdots (x^2 - A_m)$$

can be solved in $k_p$ for a.a.p. and hence S.H.P. does not hold for this product. Consequently, S.H.P. does not hold for $f(x)$.

1. $\Rightarrow$ 2. If S.H.P. does not hold for $f(x)$ then there exist $A_i$ with the following property: S.H.P. holds for $(x^2 - A_1) \cdots (x^2 - A_t)$ but not for $(x^2 - A_1) \cdots (x^2 - A_t)(x^2 - A_{t+1})$. Then owing to the above-mentioned remarks, $A_1, \ldots, A_{t+1}$ are multiplicatively dependent modulo $k^2$ and therefore $A_{t+1}$ can be written as a product of some of $A_1, \ldots, A_t$ mod $k^2$. If this product consists of an odd number of $A_i$'s, it is easily shown, by considering again quadratic residue symbols, that S.H.P. holds for $f(x)$ and this is a contradiction. Therefore the product should consist of an even number of $A_i$'s, q.e.d.
Corollary. Let \( m_1, \ldots, m_i \) be integers which are not squares. Then there exist infinitely many primes \( p \) such that \( \left( \frac{m_1}{p} \right) = \ldots = \left( \frac{m_i}{p} \right) = -1 \) if and only if each \( m_i \) is not multiplicatively congruent modulo \( Q \) to a product of an even number of others.

By the way, it is clear that there always exist infinitely many primes \( p \) such that \( \left( \frac{m_1}{p} \right) = \ldots = \left( \frac{m_i}{p} \right) = 1 \) for any set of integers \( m_1, \ldots, m_i \).

Proposition 5. Let \( F(x, y) \) be an irreducible binary form over \( k \). Then S.H.P. is valid for \( F(x, y) \).

Proof. \( F(x, y) \) is irreducible if and only if \( F(x, 1) \) is irreducible. Put \( F(x, 1) = f(x) \). Then it is clear that \( F(x, y) = 0 \) has a non-trivial solution in \( k \) (resp. \( k_p \)) if and only if \( f(x) = 0 \) has a solution in \( k \) (resp. \( k_p \)). Therefore the validity of S.H.P. for \( F(x, y) \) is equivalent to that for \( f(x) \) and the latter is known to be true in Hesse [4].

Remark. As a counterexample, put \( F(x, y) = (x^2 + 5y^2)(x^2 + 3y^2) \). By the remark after Proposition 3, this form has a non-trivial zero in \( Q_p \) for all primes \( p \) except \( p = 2, 3, 5 \). This fact will be used in § 2.

§ 2. Hasse Principle for forms of degree 5. We prove the next theorem step by step.

Theorem 2. Hasse Principle over \( Q \) does not hold for the following irreducible form of degree 5

\[
(x^2 + 5y^2)(x^2 + xy + y^2) - 17z^2.
\]

We have only to prove that the following equation

\[(*) \quad (x^2 + 5y^2)(x^2 + xy + y^2) = 17z^2
\]

has a non-trivial solution in every local field and has no such solution in \( Q \).

Proposition 6. The equation \( (*) \) has a non-trivial solution in \( Q_p \) for all primes \( p \) and in \( R \).

Proof. Solvability in \( R \) is obvious. Solvability in \( Q_p \) for \( p \neq 2, 3, 5 \) is easily seen by the remark at the end of § 1, for \( x^2 + xy + y^2 \) can play the role of \( x^2 + 3y^2 \) there. Now let

\[ F(x, y, z) = (x^2 + 5y^2)(x^2 + xy + y^2) - 17z^2. \]

If \( p = 2 \) we put \( (x, y, z) = (1, 0, 1) \), then \( F(1, 0, 1) = 0 \) (mod 2) and \( \frac{\partial F}{\partial x}(1, 0, 1) \neq 0 \) (mod 2). This assures the 2-adic solution of \( (*) \) by Hensel's lemma ([2], Chap. I, Th. 3).

If \( p = 3 \) we put \( (x, y, z) = (-1, 0, 1) \), then \( F(-1, 0, 1) = 0 \) (mod 3) and \( \frac{\partial F}{\partial x}(-1, 0, 1) \neq 0 \) (mod 3).

If \( p = 5 \) we put \( (x, y, z) = (2, 0, 1) \), then \( F(2, 0, 1) = 0 \) (mod 5) and \( \frac{\partial F}{\partial x}(2, 0, 1) \neq 0 \) (mod 5).

These assure the 2 (resp. 3, 5) adic solutions of \( (*) \) by the same lemma, q.e.d.

Now, we proceed to the proof of the non-existence of the non-trivial integral solutions of the equation \( (\ast) \). First we make some reductions of the equation to simpler simultaneous equations. Let \( p \) be a prime number and \( (x, y, z) \) be an integral solution of \( (\ast) \). We can assume \( x \) and \( y \) are coprime. Assume \( p^a \) divides both

\[
\begin{align*}
ax^2 + 5by^2 \\
ax^2 + ay + by.
\end{align*}
\]

Then \( p^a \) divides

\[
(1) - (2): x = 5y^2 + ax^2 + ay = y(5y^2 + ax^2 - xy).
\]

Here we can assume \( p \) divides neither \( x \) nor \( y \), for if \( p \) divides one of \( x \), \( y \) then it divides the other. Hence \( p^a \) divides

\[
5y^2 = ax^2 - xy.
\]

Thus \( p^a \) divides \( (2) + (3) = 6y^2 \). Therefore \( p^a \) divides 6. Let \( d \) denote the largest common divisor of \( (1) \) and \( (2) \). If \( 2 \) divides \( d \) then both \( x \) and \( y \) must be even by \( (1) \) and \( (2) \). Therefore \( d = 1 \) or 3.

In the following we show \( d = 3 \) is impossible. In this case looking at the right hand side of \( (*) \), we can see that \( 3^a \) divides \( (x^2 + 5y^2)(x^2 + ay + by) \). Therefore \( 3^a \) divides \( x^2 + 5y^2 \) or \( x^2 + ay + by \).

First, if \( 3^a \) divides \( x^2 + 5y^2 \) then \( x^2 + 5y^2 = N(x + y \theta) \), where \( \theta = \sqrt{-3} \) and \( N \) stands for the norm from \( Q(\theta) \) to \( Q \), then, considering \( 3 = -(\sqrt{-3})^2 \) in \( Q(\theta) \), \( (2 - \theta)^a = -8(2 - \theta) \) divides \( x + y \theta \). It follows that \( 3 \) divides both \( x \) and \( y \), since \( 1, 2, \theta \) is the basis of the integers in \( Q(\theta) \). This contradicts our assumption \( (x, y) = 1 \).

Secondly, if \( 3^a \) divides \( x^2 + ay + by = N \left(x + \frac{1 + \sqrt{-3}}{2} y\right) \),

where \( N \) stands for the norm from \( Q(\sqrt{-3}) \) to \( Q \), then considering \( 3 = -(\sqrt{-3})^2 \), \( 3 \) divides both \( x \) and \( y \) and contradicts the assumption \( (x, y) = 1 \). Therefore, we have proved \( d = 1 \).
Since 17 remains prime in $\mathcal{O}(\sqrt{-3})$, if 17 divides
$$ax^2 + ay^2 = N\left(x + \frac{1 + \sqrt{-3}}{2}y\right),$$
where $N$ is the norm from $\mathcal{O}(\sqrt{-3})$ to $\mathcal{O}$, then 17 divides both $a$ and $y$.

Thus we can assume 17 divides $x^2 + 5y^2$ but not $x^2 + xy + y^2$. Taking all these facts into account, we have proved that if there exist non-trivial integral solutions of (**) then the following system (**) of equations in
$$x, y, z, w$$
must be satisfied by some non-zero integers.

$$(**) \begin{cases} x^2 + 5y^2 = 17z^2, \\ x^2 + xy + y^2 = zw, \\ (x, y) = 1. \end{cases}$$

Lemma 2. Let $k$ be a cubic field over $\mathcal{O}$ and $\zeta$ an integer of $k$ such that $Sp(\zeta) = 0$. Assume a prime $p$ factors in $k$ as a product of three distinct prime divisors: say $p = pp'p''$. Then, if $pp'$ divides $\zeta$ then $p$ divides $\zeta$.

This lemma is found in exercise 21 of Sec. 7, Chap. 3 of [2] and can be proved easily.

Proposition 7. (**) has no non-trivial integral solutions.

Proof. Let $x, y, z, w$ be an integral solution of (**). Denoting $\sqrt{5}$ by $\theta$, the field $\mathcal{O}(\theta)$ has 1, $\theta$, $\theta^2$ as an integral basis, has class number 1 and has $1 + \theta + 2\theta^2$ as its fundamental unit [9].

We notice that $x^2 + 5y^2 = N(x + y\theta)$, where $N$ is the norm from $\mathcal{O}(\theta)$ to $\mathcal{O}$. Assume a prime $p$ divides $z$, then $p$ factors in prime ideals in $\mathcal{O}(\theta)$ in one of the following ways:

$$(1) \quad p = p_1p_2p_3, \quad (2) \quad p = p, \quad (3) \quad p = p_1p_2^2, \quad (4) \quad p = p^3, \quad (5) \quad p = p_1p_2^3.$$

As the primes which ramify in $\mathcal{O}(\theta)$ are 3 and 5 and these ramify completely, (5) is impossible.

Letting $a = x + y\theta$, we write down the conditions for $p^3$ to divide $N(a)$.

Case (1). $Sp(a\theta) = Sp(a\theta + y\theta^2) = 0$. So by Lemma 6, $p_1$, $p_2$, $p_3$ or $p$ divides $a\theta$. Since neither $p$ nor $p_1$ divides $\theta$, $p_1$, $p_2$, $p_3$ or $p$ divides $a$.

Case (2). $p$ divides $a$.

Case (3). $p_1$ or $p_2$ or $p$ divides $a$.

Case (4). $p$ divides $a$ and therefore $p$ divides $a$.

In all these cases if $p$ divides $a$ then $p$ divides both $x$ and $y$ and this contradicts the assumption $(x, y) = 1$.

We notice here that in $\mathcal{O}(\theta)$, 17 $= (-2 + \theta)(4 + 5\theta + 2\theta^2)$ and it is easily checked by a direct computation that if $a + b\theta + c\theta^2$ divides $x + y\theta$ then 17 divides both $x$ and $y$. Taking all these into account, $a = x + y\theta$ must take the form of one of the following types: $(-2 + \theta)\xi^2$, $(-2 + \theta)\xi^2$, $(-2 + \theta)\xi^2\zeta$, $(-2 + \theta)\xi^2\zeta$, $(-2 + \theta)\xi^2\zeta^2$, $(-2 + \theta)\xi^2\zeta^2$ where $\zeta$ is an integer of $\mathcal{O}(\theta)$ and $\xi$ is the fundamental unit $1 + \theta + 2\theta^2$ in $\mathcal{O}(\theta)$.

We are going to show in the following that $x + y\theta$ can never take any one of these five forms.

Put $\zeta = u + v\theta + w\theta^2$ where $u, v, w \in Z$. Then

$$\zeta^2 = (u + \theta(v + w\theta))^2 = u^2 + 5A,$$

where $A$ is an integer of $\mathcal{O}(\theta)$.

As $\zeta = 1 + \theta + 2\theta^2$, $\zeta = -3 + 12\theta + 20\theta^2$, $\zeta = -359 + 528\theta - 186\theta^2$ and $\zeta = 8641 + 1046 - 3046\theta^2$, putting $(-2 + \theta)\xi^2 = a_1 + b_1\theta + c_1\theta^2$ ($i = 0, \ldots, 4$), it is easily seen that 5 does not divide $c_i$. If $x + y\theta$ takes one of the above-mentioned forms then, for some $i$,

$$x + y\theta = (a_1 + b_1\theta + c_1\theta^2)\zeta^2 = (a_1 + b_1\theta + c_1\theta^2)(u^2 + 5A),$$

$$= a_1u^2 + 5B + (b_1u^2 + 5C)\theta + (c_1u^2 + 5D)\theta^2$$

where $B, C, D$ are rational integers. Since 5 does not divide $c_i$, this equality shows that 5 divides $u$. Consequently 5 divides both $x$ and $y$. This contradicts our assumption $(x, y) = 1$. Thus we have proved $x^2 + 5y^2 = 17z^2$ has no non-trivial integral solution with $(x, y) = 1$ and finished the proof of Proposition 7.

Proposition 7 together with Proposition 6 completely proves Theorem 2.
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We shall now present results based on a relaxation of the requirement \((g, m) = 1\) and consider the consequences for the \((j, e)\)-normal properties of the representations of \(Z/m\) in bases \(g\) such that \((g, m) > 1\) where \(g\) contains some but not all prime factors of \(m\).

Essentially, the above implies that we shall now permit the representations to have non-periodic parts for such \(g\) and, of course, the definition of \((j, e)\)-normality [1, Lemma, and Def., p. 222] does not preclude this occurrence.

Let \(m = 2^k \prod_{i=1}^l p_i^{s_i}\), and assume in contrast to the basic requirement for Type A, i.e. \(b_i > x_i + s_i\) for at least one odd prime \(p_i\) that one or more of the \(p_i\) are such that \(b_i > x_i + s_i\), hence, \(Z/m\) is surely of Type A and \((j, e)\)-normal on all \(g\) such that \(2 \leq g < m/D\) where \((g, m) = 1\). Since we obtain non-periodic parts for those \(g\) which contain some but not all prime factors of \(m\), we may write

\[
Z/m = ZI(u)/g^uM = Q/g^u + R/g^nM
\]

where \(ZI(u)/M = Q + R/M\) with \(I(u)\) some positive integer, and \(Q \geq 0\) is the set of \(u\) digits in the non-periodic part. We shall call \(R/M < 1\) in lowest terms the "associated" fraction when \(Z/m\) is represented in a base such that \((g, M) = 1\) since \(M\) contains all the residual prime factors of \(m\) not contained in \(g\).

Now if the associated fraction \(R/M\) is still of Type A, then \(Z/m\) is \((j, e)\)-normal in all such additional bases \(g\), i.e. those that contain some but not all prime factors of \(m\). The essential point is to select those prime factors in the choice of \(g\) which leaves behind in the associated fraction...