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1. Introduction. Let \( \Gamma \) denote the modular group \( \text{SL}_2(\mathbb{Z}) \), and let \( \sigma_k(\Gamma) \) denote the space of cusp forms of weight \( k \) associated to \( \Gamma \). If \( f \in \sigma_k(\Gamma) \), let

\[
f(\tau) = \sum_{n=1}^{\infty} a_n \exp(2\pi i n \tau), \quad \text{Im}(\tau) > 0,
\]

be the Fourier expansion of \( f \) about the cusp \( \infty \). Following Hecke, we associate to \( f \) the Dirichlet series

\[
\varphi(s) = \sum_{n=1}^{\infty} a_n n^{-s}
\]

which converges absolutely for \( \text{Re}(s) > (k+1)/2 \) and converges for \( \text{Re}(s) > k/2 \) (Hecke [3], pp. 651-652). In the present paper we derive several necessary and sufficient conditions for the Riemann hypothesis for \( \varphi(s) \) in case \( f \) is a simultaneous eigenfunction of the Hecke operators for \( \Gamma \).

There is every reason to believe that the Riemann hypothesis is true for these zeta functions. The present theory is completely analogous to the theory for the Riemann zeta function (Titchmarsh [7], pp. 283-315). However, the interesting feature of the present result is that the Riemann hypothesis is reduced to an arithmetic question concerning the coefficients \( a_n \), which bears a close resemblance to the conjecture of Hecke and Petersson. Using this arithmetic formulation, one can apply the
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Selberg-Eichler trace formula to reduce the Riemann hypothesis for \( \psi(s) \) to a question about class numbers of imaginary quadratic fields.

In order to state our main results, let us first state the principal facts about Hecke operators ([Hecke] [3], Shimura [5], [6]). Let \( f \in \mathcal{A}(T) \), \( \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z}) \) and define \( f'(z) = f(\gamma z)(cz+d)^{-s} \) for \( z \) in the upper half plane \( \mathcal{H} \), where \( \gamma z = (az+b)/(cz+d) \). If \( \gamma \in \text{SL}_2(\mathbb{Z}) \) and \( \Gamma \gamma \Gamma' = \bigcup_{i=1}^{r} \Gamma \mu_i \) is a coset decomposition, define

\[
f|\Gamma \gamma \Gamma' = \sum_{i=1}^{r} f|\Gamma \mu_i.
\]

If \( f \in \mathcal{A}(\Gamma) \), then so is \( f|\Gamma \gamma \Gamma' \), and is independent of the choice of the coset representatives \( \mu_i \). For \( n \) a positive integer, the Hecke operator \( T_n \) is defined formally as \( \sum_{\text{det} \mu_i = n} f|\Gamma \mu_i \), where the sum is over the distinct double cosets \( \Gamma \gamma \Gamma' \) with \( \gamma \in \text{SL}_2(\mathbb{Z}) \) for which \( \text{det}(\gamma) = n \). There are only a finite number of such double cosets and \( T_n \) acts as a linear operator on \( \mathcal{A}(\Gamma) \) via

\[
T_n f = \sum_{\text{det} \mu_i = n} f|\Gamma \mu_i.
\]

\( \sigma_i(\Gamma) \) can be given the structure of a finite-dimensional Hilbert space with respect to the Petersson inner product and the \( T_n \) are a family of commuting normal operators with respect to this structure. Thus, the Hecke operators can be simultaneously diagonalized and it is well-known that the simultaneous eigenfunctions of the Hecke operators, normalized so that their first Fourier coefficient is 1, have associated zeta functions \( \psi(s) \) with an Euler product of the form

\[
\psi(s) = \prod_{p \text{ prime}} (1 - \sigma_p p^{-s} + \sigma_p^{s-1} - p^{s-1} - 1)^{-1}
\]

where the product is extended over all primes \( p \) and is absolutely convergent for \( \text{Re}(s) > (k+1)/2 \) (Hecke [3], I, Satz 40 and 42). Moreover, \( \psi(s) \) has an analytic continuation as an entire function of \( s \) and satisfies the functional equation (Hecke [3], p. 633):

\[
\psi(s) = (-1)^{k+1} \psi(1-s),
\]

where

\[
R(s) = (2\pi)^s \Gamma(s) \psi(s).
\]

In previous work we have shown:

**Theorem A** (Goldstein [1]). Let \( N(T) \) denote the number of zeros of \( \psi(s) \) in the rectangle \( -T \leq \text{Im}(s) \leq T, -T \leq \text{Re}(s) \leq T \), then

\[
N(T) = (2/\pi) T \log T - (2/\pi) \left( 1 + \log(2\pi) - \pi/2 \right) T + O(\log T).
\]

**Theorem B** (Goldstein [2]). If \( M(T) \) denotes the number of zeros \( \varphi \) in the rectangle of Theorem A such that \( \text{Re}(\varphi) = h/2 \), then there exists a positive constant \( A \) such that

\[
M(T) > AT \log T.
\]

The main goal of the present paper is to show that the Riemann hypothesis for \( \psi(s) \) is equivalent to the convergence of the series defined by

\[
\prod_{p} (1 - \sigma_p p^{-s} + \sigma_p^{s-1} - p^{s-1} - 1)^{-1} = \sum_{n=1}^\infty \mu(n) \psi(n)^{-s}
\]

for \( \text{Re}(s) > k/2 \).

2. Preliminary Lemmas.

**Lemma 2.1** (Hadamard Three-Circles Theorem, [8], p. 173). Let \( f \) be analytic in the annulus \( r_1 < |z| < r_2 \), and let \( r_1 < r < r_2 \). Let \( M(r) \) denote the maximum of \( |f(z)| \) on the circle \( |z| = r \). Then

\[
\log M(r) \leq (\log(r_2/r_1)) \log M(r_1) + (\log(r_2/r_1)) \log M(r_2).
\]

**Lemma 2.2** ([7], p. 34). Let \( x > 0 \) be an integer with an integer

\[
(1/2\pi i) \int_{c-iT}^{c+iT} (x/n)^{s-1} \log(\sigma(n)) \, dz = 1 + O((x/n)(T \log(\sigma(n)))), \quad n < x,
\]

\[
O((x/n)(T \log(\sigma(n)))), \quad n > x,
\]

as \( T \to \infty \), where the constants in the O-terms do not depend on \( x, n, or T \).

**Lemma 2.3** (Borel-Carathéodory, [8], p. 174). Let \( f(z) \) be analytic in the disc \( |z| < R \) and for \( r < R \) define

\[
M(r) = \sup_{|z| = r} |f(z)|, \quad A(r) = \sup_{|z| = r} \text{Re}(f(z)).
\]

Then for \( 0 < r < R \),

\[
M(r) \leq \frac{2r}{R-r} A(R) + \frac{R-r}{R-r} f(a_R).
\]

**Lemma 2.4.** Let the Dirichlet series

\[
f(s) = \sum_{n=1}^\infty \sigma_n w^{-s}, \quad s = \sigma + it,
\]

be absolutely convergent for \( \sigma > h \). Let \( c > 0, \sigma_0 > 0, T > 0, w = a \) positive integer + \( \frac{1}{2}, \sigma_0 + c > h, s = \sigma + it \). Then

\[
\sum_{n=1}^\infty \sigma_n w^{-s} = (1/2\pi i) \int_{c-iT}^{c+iT} f(s + w)(a^n w) \, dz + O(|w|^s |T|),
\]

where the constant in the O-term does not depend on \( T \) or \( w \).
Proof. Multiply the equation of Lemma 1.2 by $a_n n^{-s}$ and sum over $n$. We may interchange summation and integration since $a_n n^{-c} > k$ and for any closed subregion of $\text{Re}(s) > k$ the series representation of $f(s)$ converges uniformly and absolutely. Thus,

$$
\sum_{n=1}^{+\infty} a_n n^{-s} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} f(s) \frac{1}{n^s} ds + O\left(\sum_{n=1}^{+\infty} \frac{1}{n^s} \int_{c-i\infty}^{c+i\infty} f(s) \frac{n^{-s}}{n^s} ds \right),
$$

as $T \to \infty$. Let us estimate the $O$-term. The terms for which $n \leq x/3$ or $n \geq 3x$ are bounded by

$$
O\left(\sum_{n=1}^{x/3} \frac{1}{n^s} + \sum_{n=3x}^{+\infty} \frac{1}{n^s} \right) = O\left(\sum_{n=1}^{x/3} \frac{1}{n^s} + \sum_{n=3x}^{+\infty} \frac{1}{n^s} \right),
$$

where the constant in the $O$-term does not depend on $x$ or $T$. If $x \leq n < 3x$ then

$$
|\log(x/n)| \approx \log(1 + (x/3)[x/3+1]) \gg c'/x
$$

for some $c' > 0$ and $x$ sufficiently large. A similar result holds for $x/3 < n < x$. Thus the terms of the sum corresponding to such $n$ are $O(n^{-s+1}/T)$, and there are at most $3x$ terms so that their sum is at most $O(n^{-s+1}/T)$, where the constant in the $O$-term does not depend on $x$ or $T$.

**Lemma 2.3.** There exist positive constants $a, b, c$ such that

$$|\log(x/|n|)| < b|y|^n, \quad |y| > c,$$

uniformly for $|n| < k$.

Proof. This fact follows from the Phragmén-Lindelöf theorem and the functional equation for $\zeta$ in the same way as one proves the corresponding statement for the Riemann zeta function ([4], pp. 157-159, [1], Lemma 3.3).

3. A necessary and sufficient condition for the Riemann hypothesis.

Let all notation be as above.

**Theorem 3.1.** Assume that $\zeta(s)$ satisfies the Riemann hypothesis, that is, all non-trivial zeros of $\zeta(s)$ are on the line $\text{Re}(s) = 1/2$. Let $k/2 < \sigma < 1$. Then there exist positive constants $K(s), A(s)$ such that $|\sigma| > A(s)$ implies that

$$|\log(|\sigma - it|)| < K(s)|\sigma|,$$

$$|\log(|\sigma + it|)| < K(s)|\sigma|,$$

uniformly for $k/2 < \sigma < 1$.

Proof. Let us fix $\sigma_0$ and let us consider a point $\sigma + it$, with $|t|$ large. We will later specify how large $|t|$ must be in order for all our statements to make sense, and we will see that the lower bound for $|t|$ need depend only on $\sigma$. Let us consider three circles $C_1, C_2, C_3$, all centered at $s_0 = \log\log|t| + \frac{1}{2}$ and passing through the points

$$3k - (1/\log \log|t|) + it, \quad \sigma + it, \quad k/2 + (1/\log \log|t|) + it,$$

respectively, where $|t|$ is so large that

$$k/2 < k/2 + (1/\log \log|t|) < \sigma < \sigma$$

a condition which can be realized by making $|t|$ larger than some bound depending only on $\sigma_0$.

The radii of these circles are, respectively, $r_1 = \log\log|t| - 3k - (1/\log \log|t|), \quad r_2 = \log\log|t| - \sigma, \quad r_3 = \log\log|t| - k/2 - (1/\log \log|t|)$. Since we have assumed the Riemann hypothesis, we can unambiguously define $\log\psi(t)$ for $\text{Re}(s) > k/2$. Let us choose a branch of the logarithm and fix it throughout the remainder of the discussion. Let $M_t(i = 1, 2, 3)$ denote the maximum of $|\log\psi(t)|$ on $C_i$ relative to this branch. By Lemma 2.2 and the fact that $\sigma + it$ is on $C_1$, we have

$$|\log\psi(\sigma + it)| \leq M_t < M_t(k/2) = 2k + 1/\log \log|t| = m_t(k/2) + 1/\log \log|t|.
$$

Note that

$$\log(r_2/r_3) = \log\left[\log\log|t| - k/2 - (1/\log \log|t|)\right]$$

$$\log\left[\log\log|t| - k/2 - (1/\log \log|t|)\right]$$

$$= \log\left[1 + (\sigma - k/2)/(\log \log|t| + O(1/\log \log|t|))\right]$$

$$= (\sigma - k/2)/(\log \log|t| + O(1/\log \log|t|)),$$

and

$$\log(r_3/r_2) = \log\left[\log\log|t| - \sigma - 1/\log \log|t|\right]$$

$$\log\left[\log\log|t| - \sigma - 1/\log \log|t|\right]$$

$$= \log\left[1 + 5k/(2\log \log|t|) + O(1/\log \log|t|)\right]$$

$$= 5k/(2\log \log|t|) + O(1/\log \log|t|),$$

$$\log(r_3/r_1) = \log\left[\log\log|t| - \sigma - k/2 - (1/\log \log|t|)\right]$$

$$\log\left[\log\log|t| - \sigma - k/2 - (1/\log \log|t|)\right]$$

$$= \log\left[1 + (3k - \sigma)/(\log \log|t| + O(1/\log \log|t|))\right]$$

$$= (3k - \sigma)/(\log \log|t| + O(1/\log \log|t|)).$$

where the constants in the $O$-terms do not depend on $\sigma$.

Let us now estimate $M_t$. Since (Hecke [6], Satz 6), the Dirichlet series for $\psi(\sigma)$ and $1/\psi(\sigma)$ converge in the half-plane $\text{Re}(s) > k$, it follows that $\log\psi(\sigma)$ is bounded in this half-plane. Also, $\arg\psi(\sigma)$ is bounded in this half-plane, for a fixed, continuous branch of the argument. There-
fore, \( \log \varphi(s) = \log |\varphi(s)| + \sigma \rho(s) \) is bounded in the half-plane \( \Re(s) \geq k \).

Since \( C_1 \) is contained in this half-plane, we have

\[
M_2 \leq D
\]

for \( D \) some positive constant depending only on \( \varphi \) and \( k \).

Let us now turn to the estimation of \( M_3 \). By Lemma 2.5 there exist positive constants \( a, b, c \) such that

\[
|\varphi(x + iy)| \leq b|y|^a, \quad |y| > c,
\]

uniformly for \( k/2 < x < k \). The inequality also holds in the region \( |y| > c \), \( x > k \) since here \( \varphi(s) \) is bounded. Thus, for \( |t| \) sufficiently large, \( s = x + iy \) on \( C_2 \) implies that for \( |t| > a \) an appropriate constant,

\[
\log |\varphi(s)| \leq \log b + a \log |t| + \log \log |t| - k/2 - (1/2 \log \log |t|) \leq d \log |t|.
\]

Now apply Lemma 2.3 to \( f(s) = \log \varphi(s) \) in the disc \( |s - s_0| = r_s = r_2 + (1/2 \log |t|) \) to get

\[
M_3 \leq 4A(r_2)B \log \log |t|^{2} + 2(r_2 + 1/2 \log \log |t|)(2 \log \log |t|) \log |\varphi(s)|
\]

\[
\leq E \log |t| \log \log |t|^{2},
\]

where \( E \) depends only on \( \varphi \) and \( k \). Applying (5)\,(9) to (4), we obtain

\[
|\log \varphi(s + it)| \leq M_1 \leq d \log \log |t|^{2} + (1/2 \log \log |t|) \times
\]

\[
\times \left[ E \log |t| \log \log |t|^{2} + (3/2) \log \log |t| \right]^{2}
\]

\[
\leq F \log |t| \log \log |t|^{2} + (3/2) \log \log |t|^{2}
\]

\[
\leq J(s) \log |t| \log \log |t|^{2} k^{r_1 + h}
\]

for all \( s > 0 \) and all sufficiently large \( |t| \), for appropriate constants \( F \) and \( J(s) \). Since \( 3\delta - 2 < 5k/2 \), for \( s \) sufficiently small we have

\[
2(3\delta - 2)5k + s < 1,
\]

which implies

\[
|\log \varphi(s + it)| \leq J(s) |\log |t||^{2}, \quad 0 < \lambda < 1,
\]

uniformly for \( k/2 < s < a \). Therefore

\[
- J(s) |\log |t||^{2} \leq \log |\varphi(s + it)| \leq J(s) |\log |t||^{2}
\]

for all sufficiently large \( |t| \). Thus, for \( |t| \) sufficiently large, say \( |t| > M_3 \), given \( \eta > 0 \) there exists a positive number \( K(\eta) \) such that

\[
K(\eta) |t|^{-\eta} \leq \exp(- J(s) |\log |t||^{2}) \leq |\varphi(s + it)| \leq \exp(J(s) |\log |t||^{2}) \leq K(\eta) |t|^{\eta}
\]

uniformly for \( 1 \leq \sigma < s < k \). Since \( \eta > 0 \) is arbitrary, the theorem is proved.

From the above proofs, we derive

**Theorem 3.2.** Let \( \mu(s) \) denote the Phragmén-Lindelöf function for \( \varphi(s) \), and assume that the Riemann hypothesis is satisfied. Then

\[
\begin{cases}
\mu(s) = 0, & \sigma > k/2, \\
-k - 2\sigma, & \sigma \leq k/2.
\end{cases}
\]

**Proof.** The assertion for \( \sigma > k/2 \) follows from Theorem 3.1. The assertion for \( \sigma = k/2 \) follows from the continuity of \( \mu \). For \( \sigma < k/2 \) the assertion follows from the functional equation for \( \varphi \), in just the same way as one proves the corresponding fact for the Riemann zeta function (Titchmarsh [7], p. 61, Goldstein [11], Proposition 2.4).

For \( \Re(s) > (k+1)/2 \), we have the absolutely convergent product representation

\[
\varphi(s) = \prod_p \left(1 - e_p^{-s} + p^{k-1-s} - 1\right)^{-1}.
\]

Since \( \varphi(s) \) does not vanish for \( \Re(s) > (k+1)/2 \), we may write \( s \) in this half-plane

\[
1/\varphi(s) = \prod_p \left(1 - e_p^{-s} + p^{k-1-s} - 1\right)^{-1}.
\]

Thus, \( 1/\varphi(s) \) can be expanded in a Dirichlet series, absolutely convergent for \( \Re(s) > (k+1)/2 \). Let

\[
1/\varphi(s) = \sum_{n=1}^{m} \mu(n : \varphi) n^{-s}
\]

be this Dirichlet series representation. The series is unique (Titchmarsh [8], p. 290), so that the quantities \( \mu(n : \varphi) \) are intrinsically defined by \( \varphi \). We easily see that

**Proposition 3.3.** Let \( r > 1 \) be an integer. Then, if \( p \) is prime

\[
\mu(p^r : \varphi) = \begin{cases}
-c_0, & r = 1, \\
p^{k-1}, & r = 2, \\
0, & \text{otherwise}.
\end{cases}
\]

**Proposition 3.4.** If \( m, n \) are positive integers and relatively prime, then

\[
\mu(mn : \varphi) = \mu(m : \varphi) \mu(n : \varphi).
\]

The function \( \mu(n : \varphi) \) can be regarded as a generalization of the Möbius function \( \mu(n) \), since if \( \zeta(s) \) denotes the Riemann zeta function, then

\[
1/\zeta(s) = \sum_{n=1}^{m} \mu(n)n^{-s}, \quad \Re(s) > 1.
\]
Theorem 3.5. A necessary and sufficient condition that the Riemann hypothesis for \( \varphi(s) \) be true is that the series
\[
\sum_{n=1}^{\infty} \mu(n) \varphi(n) n^{-s}
\]
converge for \( \text{Re}(s) > k/2 \).

Proof. If the series converges for \( \text{Re}(s) > k/2 \), then it converges uniformly in every half-plane \( \text{Re}(s) > k/2 + \epsilon \), \( \epsilon > 0 \), and represents an analytic function there. We have seen that this function coincides with \( 1/\varphi(s) \) for \( \text{Re}(s) > (k+1)/2 \), so that by analytic continuation, the function defined by the series coincides with \( 1/\varphi(s) \) for \( \text{Re}(s) > k/2 \). In particular, \( 1/\varphi(s) \) is analytic for \( \text{Re}(s) > k/2 \) so that \( \varphi(s) \) does not vanish for \( \text{Re}(s) > k/2 \). The functional equation implies that \( \varphi(s) \) does not vanish for \( 0 < \text{Re}(s) < k/2 \), for it did then there would exist a zero \( a \) for which \( \text{Re}(s) > k/2 \), which is impossible. On the line \( \text{Re}(s) = 0 \), a similar argument shows that no point except zero is a zero of \( \varphi(s) \). Thus, all the non-trivial zeros of \( \varphi(s) \) are on the critical line and \( \varphi(s) \) satisfies the Riemann hypothesis.

Conversely, assume that \( \varphi(s) \) satisfies the Riemann hypothesis. Let us apply Lemma 2.4 with \( f(s) = 1/\varphi(s) \). If \( \psi = \) positive integer \(+\frac{1}{2}, \epsilon > 0 \), \( \psi = \sigma + it, \sigma + \epsilon > k, T > 0, \sigma > k/2 \), then we have
\[
\sum_{n=1}^{\infty} \mu(n) \varphi(n) n^{-s} = (1/2\pi i) \int_{-T-\infty}^{T+\infty} \frac{d^s}{e^{s\sigma}} \left( \frac{a^s}{\varphi(\sigma + it)} \right) ds + O(\epsilon^{\sigma+1/2} T) .
\]

By the assumed Riemann hypothesis, the integrand has a simple pole at \( s = 0 \) with residue \( 1/\varphi(s) \), and no other poles for \( \text{Re}(w + s) > k/2 \). Thus, by Cauchy's theorem
\[
(1/2\pi i) \int_{-T-\infty}^{T+\infty} \frac{d^s}{e^{s\sigma}} \left( \frac{a^s}{\varphi(\sigma + it)} \right) ds = 1/\varphi(s) + (1/2\pi i) \int_{-T-\infty}^{T+\infty} \frac{d^s}{e^{s\sigma}} \left( \frac{a^s}{\varphi(\sigma + it)} \right) ds + O(\epsilon^{\sigma+1/2} T) .
\]

Then, for all sufficiently small \( \delta > 0 \). On the path of integration for the first and third integrals on the right, Theorem 3.1 shows that
\[
1/\varphi(s + it) \leq K\epsilon T^\delta
\]
for all \( \epsilon > 0 \), uniformly for \( k+\delta - \sigma \leq \text{Re}(w) \leq \epsilon \), for \( T \) sufficiently large, where the lower bound for \( T \) is independent of \( \epsilon \). Therefore, we may estimate the first integral
\[
\int_{-T-\infty}^{T+\infty} \frac{d^s}{e^{s\sigma}} \left( \frac{a^s}{\varphi(\sigma + it)} \right) ds \leq K\epsilon T^\delta \int_{-T}^{T+\infty} a^s ds = K\epsilon a^{\sigma+1/2} T^\delta .
\]

Riemann hypothesis for zeta functions

A similar estimate holds for the third integral. Let us now estimate the second integral:
\[
\left| \int_{k/2+\delta - \epsilon}^{k/2+\delta + \epsilon} \frac{a^s}{\varphi(\sigma + it)} ds \right| \leq \frac{1}{\varphi(k/2 + \delta + \epsilon)} \int_{k/2+\delta + \epsilon}^{T+\infty} \frac{1}{|a^s|} dt \leq K\epsilon a^{\sigma+1/2} T^\delta ,
\]
for all sufficiently large \( T \) and all \( \epsilon > 0 \). Therefore,
\[
\sum_{n=1}^{\infty} \mu(n) n^{-s} = 1/\varphi(s) + O(\epsilon^{\sigma+1/2} T^\delta) + O(\epsilon^{k+1/2} T^\delta)
\]
for all \( \epsilon > 0 \), and for \( s \) and \( T \) tending independently to \( \infty \). Set \( T = \epsilon^{k+1/2} \), and choose \( \epsilon \) and \( \delta \) so that \( \epsilon + (k-1)(\epsilon+1) < 0 \) and \( \epsilon + k/2 + \delta - \epsilon < 0 \). Then as \( k \) tends to \( \infty \), the error terms tend to zero and thus, the series on the left converges for \( \sigma > k/2 \) to \( 1/\varphi(s) \) and the converse assertion is proved.

Theorem 3.6. For \( x > 0 \) define the function
\[
\lambda(x) = \sum_{n=1}^{\infty} \mu(n) \varphi(x).
\]
Then a necessary and sufficient condition that \( \varphi \) satisfy the Riemann hypothesis is that
\[
\lambda(x) = O(\epsilon^{k+1/2}) , \quad x \to \infty
\]
for all \( \epsilon > 0 \), where the constant in the O-term depends on \( \epsilon \). Moreover, if \( \theta > 0 \) denotes the supremum of the abscissa of the zeros of \( \varphi(s) \), then
\[
\lambda(x) = O(\epsilon^{k+1/2})
\]
for all \( \epsilon > 0 \), where the constant in the O-term depends on \( \epsilon \). The smallest possible value of \( \theta \) is \( k/2 \).

Proof. Note that \( \lambda(x) \) is the coefficient sum function of the Dirichlet series for \( 1/\varphi(s) \). By the proof of Theorem 3.5, if \( \varphi(s) \) has no zeros in the half-plane \( \text{Re}(s) > k/2 \), then the Dirichlet series for \( 1/\varphi(s) \) converges for \( \text{Re}(s) > \theta \), and thus, by a standard theorem on Dirichlet series (Titchmarsh [8], p. 292), we get \( \lambda(x) = O(\epsilon^{k+1/2}) \) for all \( \epsilon > 0 \), where the constant in the O-term depends on \( \epsilon \). This implies the next-to-last assertion of the theorem. Moreover, it is clear that assuming the Riemann hypothesis, we get \( \lambda(x) = O(\epsilon^{k+1/2}) \) for all positive \( \epsilon \). If \( \delta \) assumed a value less than \( k/2 \) then \( \varphi(s) \) would have no zeros on the critical line which contradicts Theorem B. Lastly, if \( \lambda(x) = O(\epsilon^{k+1/2}) \) for all positive \( \epsilon \),
then a standard argument using partial summation shows that the Dirichlet series for $\varphi(s)$ converges for $\text{Re}(s) > \frac{1}{2}$, which by Theorem 3.5 implies the Riemann hypothesis.

**Corollary 3.7.** Given $\varepsilon > 0$, there exists a sequence $\{s_n\}$ tending to $\infty$ and such that

$$\lambda(s_n) e^{\lambda(s_n)^{3/4}} \to \infty \quad \text{as} \quad n \to \infty.$$ 

Let $\{f_1, \ldots, f_r\}$ be a basis of $\mathcal{A}(I)$ composed of simultaneous eigenfunctions of the Hecke operators $T(n)$, and let

$$f_j(c) = \sum_{n=1}^{\infty} a_{cj}^n e^{2\pi i c n}, \quad \text{Im}(c) > 0, \quad a_{cj}^n = 1, \quad 1 \leq j \leq r,$$

be their respective Fourier expansions about the cusp $i\infty$. Let

$$\varphi_j(s) = \sum_{n=1}^{\infty} a_{cj}^n n^{-s}, \quad 1 \leq j \leq r$$

be their associated zeta functions. The using the same argument as above, we prove

**Theorem 3.8.** The Riemann hypothesis for the functions defined by $\varphi_1, \ldots, \varphi_r$ is simultaneously true if and only if

$$\sum_{n=1}^{\infty} \varphi(n; h) n^{-s} = \prod_{p \notin \mathcal{D}} \frac{1}{1 - \varphi_p^h (p^{-s} + \frac{1}{p^{s-1}})}$$

converges for $\text{Re}(s) > \frac{1}{2}$.

Based on some empirical evidence, we conjecture the following analogue of Mertens’s conjecture:

**Conjecture.**

$$\sum_{n=1}^{\infty} \mu(n; \varphi) < e^{\lambda}.$$ 

It is clear that the conjecture implies the Riemann hypothesis.

**4. Generalizations.** In [5] and [6] Shimura has derived a general theory of zeta functions attached to automorphic forms associated to the unit group of a maximal order in an indefinite quaternion algebra defined over a totally real algebraic number field. The results of the present paper carry over completely to the case of zeta functions corresponding to simultaneous eigenfunctions of the Hecke operators in this setting, provided that one assumes that the field of definition is the rational numbers $\mathbb{Q}$ and that one only considers automorphic forms of level 1. It is likely that all of our results hold in the most general setting. However, one does not know the position of the poles in the analytic continuation of the zeta function explicitly enough and the analogue of Theorem B is lacking in the general case. In the case of the principal congruence subgroups of $\text{SL}_2(\mathbb{Z})$ we have proved all of our results except for the fact that the minimum value of $\theta$ is $\frac{1}{2}$.
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