transcendental numbers which are algebraically independent. But such questions appear to be very difficult. The first of the questions we have asked is a generalization of a conjecture of Schneider and the second is a generalization of a conjecture of Gelfond. In our notation Schneider's conjecture [10] reads $\dim(\mathbb{c}_d, \mathbb{e}^\alpha) \leq 1$ if $\alpha$ is irrational, and Gelfond's conjecture [3] (partially solved by himself) is the algebraic independence of $\mathbb{c}_d, \mathbb{e}^{\alpha_1}, \ldots, \mathbb{e}^{\alpha_{d-1}}$ (where $\alpha$ is algebraic, $\log \alpha \neq 0$ and $\beta$ is an algebraic irrational of degree $d$).
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The cyclotomy of hyper-Kloosterman sums

by

D. H. and EMMA LEHMER (Berkeley, Calif.)

1. Introduction. In a recent paper [4] we presented some evidence in support of the thesis that the Kloosterman sums

\[ S(h) = \sum_{x=1}^{p-1} e(x+h) \] \[ \text{mod } p \]

where

\[ e(x) = \exp(2\pi i x/p), \quad p \text{ a prime} \]

could be thought of as generalizations of the exponential function $e^\lambda$.

A further support of this point of view is provided by the $n$-dimensional exponential sums

\[ S^{(n)}(h) = \sum_{r_1,\ldots,r_n=1}^{p-1} e \left( \sum_{i=1}^{n} r_i + h \prod_{i=1}^{n} r_i \right) \]

discussed recently by Carlitz [3], which we shall call here hyper-Kloosterman sums.

It is quite obvious from the definition (1.3) that

\[ S^{(n)}(h) = \epsilon(h) \quad \text{and} \quad S^{(3)}(h) = S(h), \]

also that

\[ S^{(n)}(0) = (-1)^n, \]

and that

\[ \sum_{h=0}^{p-1} S^{(n)}(h) = 0. \]

Carlitz [3] finds that

\[ \sum_{h=0}^{p-1} |S^{(n)}(h)|^2 = p^{n+1} - p^n - \cdots - p \]

and gives a formula for $\sum_{h=0}^{p-1} |S^{(n)}(h)|^2$ which unfortunately is not quite correct.
In section 2 we shall derive a correct formula for the sums of cubes and give a generalization of (1.7).

In section 3 we show that the hyper-Kloosterman sums in their turn can be used to construct a cyclotomic theory in line with that developed for Kloosterman sums in [4]. We shall feel free to make use of the results obtained in [4].

2. Relations between hyper-Kloosterman sums. It follows from the definition (1.3) that

\[ S^{[n]}(h) = \sum_{x=0}^{p-1} e(x) S^{[n-1]}(h x). \]

More generally we have the following

**Theorem 2.1.**

\[ S^{[n]}(h) = \sum_{x=0}^{p-1} e(x) S^{[n]}(h x). \]

**Proof.** By (1.3)

\[ S^{[n]}(h) = \sum_{x=0}^{p-1} e \left( \sum_{x=0}^{p-1} e(x) \left( \sum_{x=0}^{p-1} x \right) \prod_{x=0}^{p-1} \prod_{x=0}^{p-1} x \right). \]

Now let

\[ x_{m+1} = x \mod p, \]

then

\[ S^{[n]}(h) = \sum_{x=0}^{p-1} \sum_{x=0}^{p-1} e \left( \sum_{x=0}^{p-1} x \right) \prod_{x=0}^{p-1} \prod_{x=0}^{p-1} x \]

which is the theorem, by (1.3).

In order to give a generalization of (1.7) we define the Kronecker symbol modulo \( p \) as

\[ \delta_{a}^{p} = \begin{cases} 1 & \text{if } a \equiv b \mod p, \\ 0 & \text{otherwise}, \end{cases} \]

then we can state

**Theorem 2.2.** For \( a \neq 0 \),

\[ \sum_{x=0}^{p-1} S^{[n]}(h) S^{[n]}(ah) = p^{n+1} \delta_{a}^{n+1} - p^{n} - p^{n-1} - \ldots - p. \]

**Proof.** The theorem is true for \( n = 0 \), since

\[ \sum_{x=0}^{p-1} e(h) e(ah) = \sum_{x=0}^{p-1} e(h (1 + a)) = \delta_{a}^{1} p. \]

It has also been proved for \( n = 1 \) in [4] formula (3.6). Suppose that (2.4) holds for \( n-1 \), then by Theorem 2.1 with \( m = n-1 \) we have

\[ \sum_{x=0}^{p-1} S^{[n]}(h) S^{[n]}(ah) = \sum_{x=0}^{p-1} S^{[n-1]}(x) S^{[n-1]}(y) \sum_{x=0}^{p-1} e(h (2 + a y)) = \sum_{x=0}^{p-1} S^{[n-1]}(x) S^{[n-1]}(-a x) = p^{n+1} \delta_{a}^{n+1} - p^{n} - p^{n-1} - \ldots - p - \left| S^{[n-1]}(0) \right|^2. \]

by (1.5), which is the theorem.

As an adjunction to Theorem 2.2 we give

**Theorem 2.3.** For \( n > m, a \neq 0 \),

\[ \sum_{x=0}^{p-1} S^{[n]}(h) S^{[m]}(ah) = p^{m+1} S^{[m]}(-1)^{m+1} - (-1)^{m} - (p^{m} + p^{m-1} + \ldots + p). \]

**Proof.** By Theorem 2.1,

\[ \sum_{x=0}^{p-1} S^{[n]}(h) S^{[m]}(ah) = \sum_{x=0}^{p-1} S^{[n-m]}(x) \sum_{x=0}^{p-1} S^{[m]}(h x) S^{[m]}(ah). \]

Letting \( ah = b \), Theorem 2.2 gives

\[ \sum_{x=0}^{p-1} S^{[n]}(h) S^{[m]}(ah) = \sum_{x=0}^{p-1} S^{[n-m]}(x) \left[ \delta_{a}^{n} - p^{m-1} - p^{m-2} - \ldots - p \right] = p^{m+1} S^{[m]}(-1)^{m+1} - (p^{m} + p^{m} + \ldots + p) \sum_{x=0}^{p-1} S^{[m]}(x) \]

which yields the theorem using (1.5) and (1.6).

The special case of Theorem 2.3 with \( m = 0 \) might be of interest. This gives

\[ \sum_{x=0}^{p-1} S^{[n]}(h) e(ah) = p S^{[n]}(-a). \]

This is an inversion of (2.1).
In order to calculate the sums of the cubes of the \( S^0(h) \) without counting the number of solutions of various congruences, as in Carlitz [3], we make use of formula (3.20) of [4] which is as follows:

\[
\sum_{h=1}^{p-1} S^0(h) S^0(ah) S^0(ah) = 2p + p^3 \chi (a-b)^2 - 2 (a+b+1),
\]

where \( \chi (a) \) is the Legendre symbol \( \left( \frac{a}{p} \right) \). This gives

**Theorem 2.4.**

\[
\sum_{h=1}^{p-1} [S^0(h)]^3 = p (p-3)(p+1)^2 - p^4 [1 + \chi (-3)].
\]

**Proof.** By (2.7)

\[
\sum_{h=1}^{p-1} [S^0(h)]^3 = \sum_{a=1}^{p-1} \sum_{b=1}^{p-1} S^0(ah) S^0(yh) S^0(yh) \chi (a-b)^2 - 2 (a+b+1) \chi (a-b)^2 \chi (a+b+1)
\]

by (2.1). The sum over \( h \) is zero unless \( a+b = -1 \), in which case it is \( p \). Letting \( a = \mu v, b = -n \), this condition becomes \( \mu = -1 + \mu + \nu \), so that \( \mu = -1 + \mu + \nu \). Substituting these values after summing over \( k \), we obtain

\[
\sum_{h=1}^{p-1} [S^0(h)]^3 = \sum_{a=1}^{p-1} \sum_{b=1}^{p-1} [S^0(\mu v) S^0(yv) \chi (a-b)^2 - 2 (a+b+1) \chi (a-b)^2 \chi (a+b+1)]
\]

We can now apply (2.7) with \( a = \mu v, b = -n \), then

\[
\chi (a-b)^2 - 2 (a+b+1) = \chi (1 + \nu + v^2).
\]

Hence

\[
\sum_{h=1}^{p-1} [S^0(h)]^3 = p \sum_{a=1}^{p-1} \sum_{b=1}^{p-1} [2p + p^3 \chi (1 + \nu + v^2) + 1]
\]

\[
= p (p-2)(p+1)^2 - p^4 [1 + \chi (-3)].
\]

**3. Hyper-periods.** Let \( p = ef + 1 \) and let \( C_f \) be the class of integers \( \lambda \) \( \text{mod} \ p \) for which \( \text{ind} \ k = j \) \( \text{mod} \ e \). We now consider the problem of summing the hyper-Kloosterman sums over a given residue class \( C_f \). We define

\[
\eta^0_j = \sum_{k \equiv j \text{mod} e} S^0(h) \quad (j = 0, 1, \ldots, e-1).
\]

Then the usual cyclotomic periods are

\[
\eta^0_j = \eta_j = \sum_{k \equiv j \text{mod} e} \chi (k)
\]

and the Kloosterman periods studied in [4] are

\[
\delta_j = \eta^0_j = \sum_{k \equiv j \text{mod} e} S (k).
\]

These hyper-periods enjoy many of the fundamental properties of the cyclotomic periods, which we will consider next.

First of all it follows from the definition (3.1) that

\[
\sum_{j=1}^{e-1} \eta^0_j = (-1)^{e+1},
\]

since the sum in (3.2) goes over all non-zero values of \( h \), so that by (1.5) and (1.6) it is \( (-1)^{e+1} \).

Next it is well known that [1]

\[
e \sum_{j=1}^{e-1} \eta_j \eta^0_j = ep \sum_{j=1}^{e-1} \delta_j \delta^0_j - p + 1
\]

where

\[
A^0_j = \begin{cases} 1 & \text{if } k = j \text{ (mod } e) \\ 0 & \text{otherwise.} \end{cases}
\]

More generally Theorem 2.2 leads to the following:

**Theorem 3.1.**

\[
e \sum_{j=1}^{e-1} \eta^0_j \eta^0_j = ep \sum_{j=1}^{e-1} \delta^0_j \delta^0_j - p + 1
\]

**Proof.** From the definition (3.1) we have

\[
e \sum_{j=1}^{e-1} \eta^0_j \eta^0_j = e \sum_{j=1}^{e-1} \sum_{k \equiv j \text{mod } e} S^0(k) S^0(k).
\]

Letting \( k = ab \), implies \( a \) is in class \( C_f \) and we can write

\[
e \sum_{j=1}^{e-1} \eta^0_j \eta^0_j = e \sum_{k \equiv j \text{mod } e} \sum_{a \in C_f} S^0(a) S^0(ah)
\]

\[
= e \sum_{k \equiv j \text{mod } e} \delta^0_j \delta^0_j - p + 1
\]

which is the theorem since \( e = p - 1 \).
Theorem 2.1 leads to its analogue, namely

\textbf{Theorem 3.2.}

\[ a^{(n)}_{(m)} = \sum_{x=0}^{n-1} \eta^{(n-m)}(x) a^{(m)}_{(n)} \]

\textbf{Proof.} By Theorem 2.1 we have

\[ \eta^{(n)}_{(m)} = \sum_{i \equiv 0}^{n-1} \sum_{j=m}^{n-1} \gamma^{(n)}_{(m)}(i,j) S^{(n-m)}(x) S^{(m)}(y) \]

Letting \( n = 2m+1 \) we have a useful corollary

\[ a^{(2m+1)}_{(m+1)} = \sum_{x=0}^{n-1} \eta^{(n)}_{(m+1)} a^{(m)}_{(n)} \]

One of the most fundamental properties of the periods is that the product of any two periods can be written as a linear combination of the periods with integer coefficients. This property is preserved for the hyper-periods. In the cyclotomic case the coefficients are the so-called cyclotomic numbers \( (k, \ell) \) which are the number of solutions of the congruence \( x+1 \equiv y (\mod p) \) where \( x \) is in class \( C_k \) and \( y \) is in class \( C_{\ell} \). The classical formula is [1]

\[ \eta_{(1)}^{(n)} = \sum_{k=0}^{n-1} (j, k) \eta_{(1)}^{(n)} + \frac{f}{d^{(n-1)}} \]

Letting \( \eta_{(1)}^{(n)} = \eta_{(1)}^{(n)} + \frac{f}{d^{(n-1)}} \) we can write

\[ \eta_{(1)}^{(n)} = \sum_{k=0}^{n-1} a_{(k)}^{(n)} \eta_{(1)}^{(n)} \]

The corresponding theorem for hyper-periods now reads:

\textbf{Theorem 3.3.} The product of any two hyper-periods is a linear combination of the hyper-periods with integer coefficients. More precisely

\[ \eta_{(1)}^{(n)} \eta_{(1)}^{(n)} = \sum_{k=0}^{n-1} a_{(k)}^{(n)} \eta_{(1)}^{(n)} \]

where

\[ a_{(k)}^{(n)} = \sum_{j=0}^{n-1} a_{(j)}^{(n)} a_{(j-k)}^{(n)} \]

The theorem now follows if we let \( \mu + \tau = k \).

The coefficients \( a_{(k)}^{(n)} \) have some of the properties of the cyclotomic numbers, such as

\[ (j, k) = (\ell-j, h-j) \]

Hence also

\[ a_{(k)}^{(n)} = a_{(j-h),(-)} \]

since \( p-1/2 \) is congruent to either 0 or \( e/2 \) modulo \( e \). Similarly

\[ a_{(n)}^{(p)} = a_{(k),(-)} \]

To prove this assume that (3.10) holds for \( n-1 \). Then by (3.8)

\[ a_{(n)}^{(p)} = \sum_{j=0}^{n-1} a_{(j)}^{(n-1)} a_{(k-j)}^{(n-1)} = \sum_{j=0}^{n-1} a_{(j-k)}^{(n-1)} a_{(j-k-j)}^{(n-1)} \]

Another property of the cyclotomic numbers is

\[ \sum_{k=0}^{n-1} (j, k) = f - D^{(p-1)/2}, \quad \sum_{j=0}^{n-1} (j, k) = f - D^{(p-1)/2} \]

This makes

\[ \sum_{k=0}^{n-1} a_{(k)}^{(n)} = f - D^{(p-1)/2}, \quad \sum_{j=0}^{n-1} a_{(j)}^{(n)} = -D^{(p-1)/2} \]
More generally, if we sum (3.7) over \( i \) we obtain by (3.2) and by Theorem 3.1 that

\[
\sum_{k=1}^{e-1} a_{i,k} \eta_i = \sum_{h=1}^{e-1} \eta_i \left( \sum_{k=0}^{e-1} a_{i, k-h} \right) = \sum_{h=1}^{e-1} \eta_i \left( \sum_{k=0}^{e-1} a_{i, k-h} \right).
\]

In Theorem 6.1 of [4] we have shown that \( \eta_i \) can be written as a linear combination of the classical \( \eta_i \) with integer coefficients, which are closely related to the Jacobi character sums defined by

\[
y_i(h) = \sum_{k=0}^{e-1} \chi(k) \chi(a^k + h)
\]

and

\[
y_i(h) = \sum_{k=0}^{e-1} \chi(a^k + h).
\]

More generally we can state the following theorem:

**Theorem 3.4.** The hyper-periods are linear combinations of the periods with integer coefficients. In fact

\[
\eta_i^{(m)} = \sum_{k=0}^{e-1} a_{i,k} \eta_k
\]

where

\[
c_{i,j}^{(m)} = \sum_{k=0}^{e-1} a_{i,k} \chi(a^k + j)
\]

with

\[
c_{i,j}^{(m)} = \begin{cases} 
\frac{1}{e} \eta_i(-4g^{j-1}), & \text{if } e \text{ odd}, \\
\frac{1}{e} \eta_i(-4g^{j-1}) - f(-1)^{j+(p-1)/2}, & \text{if } e \text{ even},
\end{cases}
\]

and the \( a_{i,j} \) are defined by (3.5).

Proof. For \( n = 1 \) this becomes Theorem 6.1 of [4]. We next assume the theorem to be true for \( n = m \), then by Theorem 3.2 with \( m = 0 \),

\[
\eta_i^{(m)} = \sum_{k=0}^{e-1} a_{i,k} \eta_k = \sum_{k=0}^{e-1} \sum_{h=0}^{e-1} a_{i,k} \eta_k \eta_{k+h} = \sum_{k=0}^{e-1} \sum_{h=0}^{e-1} a_{i,k} \eta_k \eta_{k+h}.
\]

by Theorem 3.3 with \( n = 0 \). Letting \( k + s = r \) we have

\[
\eta_i^{(0)} = \sum_{k=0}^{e-1} \eta_k \sum_{s=0}^{e-1} a_{i,k-h} \eta_h = \sum_{k=0}^{e-1} c_{i,k}^{(0)} \eta_k,
\]

which completes the proof of the theorem.

We next prove a few properties of the coefficients \( c_{i,j}^{(m)} \). Summing (3.15) over \( j \) we have by (3.2)

\[
\sum_{j=0}^{e-1} \eta_j^{(m)} = \sum_{j=0}^{e-1} \sum_{k=0}^{e-1} a_{i,k} \eta_k = \sum_{k=0}^{e-1} \sum_{j=0}^{e-1} c_{i,j}^{(m)}.
\]

Hence, since the \( \eta_i \) are linearly independent, we have

\[
\sum_{j=0}^{e-1} c_{i,j}^{(m)} = \eta_i^{(m)} (k = 0, 1, \ldots, e-1).
\]

In what follows we shall need the following lemma:

**Lemma 3.1.** If in the expression for \( \eta_i^{(m)} \) we replace \( e \) by \( e' \), with \( e \equiv 0 \pmod{p} \), then \( \eta_i^{(m)} \) becomes \( \eta_i^{(m+e'p)} \) where \( s = \text{ind}_e(m \pmod{e}) \).

Proof. By (1.3) and (3.1) the expression for \( \eta_i^{(m)} \) becomes

\[
\sum_{j=0}^{e-1} \sum_{k=0}^{e-1} \frac{1}{e} \eta_i(-4g^{j-1}) \eta_j^{(m)} = \sum_{j=0}^{e-1} \sum_{k=0}^{e-1} \frac{1}{e} \eta_i(-4g^{j-1} - f(-1)^{j+(p-1)/2}) \eta_j^{(m+e'p)} + \sum_{j=0}^{e-1} \eta_j^{(m+e'p)}
\]

with \( \eta_j = \eta_k \). But this is \( \eta_i^{(m+e'p)} \).

Applying the lemma to Theorem 3.4 with \( n = 0 \) as well as \( n, k \), we have

\[
c_{i,j}^{(m+e'p)} = \sum_{k=0}^{e-1} a_{i,k} \eta_k = \sum_{k=0}^{e-1} c_{i,k}^{(m+e'p)}.
\]

Since the classical periods are linearly independent we can identify coefficients of \( \eta_{r,s} \) and obtain the property

\[
c_{i,j}^{(m+e'p)} = c_{i,j}^{(m+e'p)} (s = 0, 1, \ldots, e-1).
\]

This leads to a refinement of Theorem 3.4 as follows:

**Theorem 3.5.** Let \( \delta = (m+1, e) \) and let \( e = \delta e' \), \( m+1 = \delta m \), so that \((m, e') = 1\). Let \( \eta_i \) be the hyperperiods of order \( e' \), then

\[
\eta_i^{(m+e'p)} = \sum_{k=0}^{e-1} c_{i,k}^{(m+e'p)} \eta_{k+s} \quad (s = 0, 1, \ldots, e'-1).
\]

Proof. Letting \( s = \delta' e' \) in (3.18) for \( t = 1, 2, \ldots, \delta-1 \) we have

\[
c_{i,j}^{(m+e'p)} = c_{i,j}^{(m+e'p)} (t = 1, 2, \ldots, \delta-1).
\]
Substituting this into (3.15) gives

\[ \eta\psi = \sum_{t=0}^{e-1} c_{e-t} \sum_{t=0}^{e-1} \eta_{k+\tau} = \sum_{t=0}^{e-1} \sum_{t=0}^{e-1} c_{e-t} \eta_{t}. \]

Applying the lemma to this expression the theorem follows.

It follows from (3.18) and (3.17) that

\[ \sum_{t=0}^{e-1} c_{e-t} = (-1)^{e} \quad \text{if} \quad (n+1, e) = 1. \]

In particular if \( e' = 1 \), \( \eta' = -1 \) and we have:

\[ \eta_{j}^{(0)} = -c_{e-j}^{(0)} \quad (j = 0, 1, \ldots, e-1) \]

is an integer, if \( e \) divides \((n+1)\).

Next, we let \( a = \exp(2\pi i/e) \), then the generalized Gauss sum, or Lagrange's resolvent, is given by [1]

\[ \tau(a) = \sum_{j=0}^{e-1} \eta_{j} a^{j}. \]

The corresponding hyper-Gauss sum defined by

\[ \tau_{\psi}(a) = \sum_{j=0}^{e-1} \eta_{j}^{(0)} a^{j} \]

turns out to be the \((n+1)^{e}\) power of the Gauss sum, namely

**Theorem 3.8.**

\[ \tau_{\psi}(a) = \tau(a)^{(n+1)}. \]

**Proof.** The theorem is true for \( n = 0 \) by (3.23). Suppose that it is true for \( n-1 \). Then from the definition (3.24) and by Theorem 3.2 with \( m = 0 \) we have

\[ \tau_{\psi}(a) = \sum_{j=0}^{e-1} \eta_{j}^{(0)} a^{j} = \sum_{j=0}^{e-1} \eta_{j}^{(n-1)} a^{j} \]

\[ = \sum_{j=0}^{e-1} \eta_{j}^{(n-1)} a^{j} \sum_{j=0}^{e-1} \eta_{j} a^{j} = \sum_{j=0}^{e-1} \eta_{j}^{(n-1)} a^{j} \]

\[ = \tau_{\psi}(a) \tau(a) = \tau(a)^{(n+1)}. \]

which proves the theorem.

As a corollary we have

\[ \tau_{\psi}(a) \tau_{\psi}(a') = (-1)^{(n+1)} a^{n+1} \quad (n \neq 0 \mod\delta). \]

This follows from the well known relation

\[ \tau(a') \tau(a^{-1}) = (-1)^{p} \delta \quad (n \neq 0 \mod\delta). \]

**4. Hyper-period equations.** It is well known that the classical periods satisfy a monic irreducible equation of degree \( e \) with integer coefficients and that this equation is abelian.

It follows from Theorem 3.3 that the equation satisfied by the hyper-periods is also abelian, but not necessarily irreducible. In fact we have the following theorem.

**Theorem 4.1.** Let \( \delta = (a+1, e) \) so that \( e = \delta e' \) and \( n+1 = \delta n \) with \( (e', n) = 1 \). Then the hyper-periods

\[ \eta_{j}^{(0)} \quad (v = 0, 1, \ldots, e'-1) \]

satisfy \( \delta \) irreducible monic equations of degree \( e' \) with integer coefficients, one for each \( j = 0, 1, \ldots, \delta - 1 \).

**Proof.** By Theorem 3.5 the hyper-periods (4.1) with \( j \) fixed satisfy an equation of degree \( e' \) with integer coefficients, since all the symmetric functions of the hyper-periods in (4.1) can be expressed in terms of the symmetric functions of the \( \eta_{j} \), which are integers. Suppose now that any fixed hyper-period of the set (4.1) say \( \eta_{j}^{(0)} \), satisfies an irreducible equation \( f(a) \) of degree less than or equal to \( e' \). Then \( f(\eta_{j}^{(0)}) \) can be written as a linear combination of \( \eta_{j} \) with integer coefficients

\[ f(\eta_{j}^{(0)}) = \sum_{i=0}^{e-1} A_{i} \eta_{j} \]

Since \( f(\eta_{j}^{(0)}) = 0 \), all the coefficients \( A_{i} = 0 \). Applying Lemma 4.1 to (4.2) we obtain

\[ f(\eta_{j+k}^{(0)}, \eta_{j}) = \sum_{i=-1}^{e-1} A_{i} \eta_{j+k}^{(0)} \]

But since \( (n, e') = 1 \) it follows that \( k + m \delta \) goes through a complete residue system modulo \( e' \). Hence all the hyper-periods in the set (4.1) satisfy \( f(a) = 0 \). Thus the degree of \( f(a) \) is indeed \( e' \) and the theorem follows.

As a special case of this theorem with \( e = p-1 \) we have

**Theorem 4.2.** The hyper-Kloosterman sums \( S^{(0)}(k) \) with \( \text{ind} \ k \equiv f \mod \delta \) satisfy an irreducible equation of degree \( (p-1)/\delta \), where \( \delta = (p-1, n+1) \) for every \( j = 0, 1, \ldots, \delta - 1 \).

In particular for \( n = 1, \delta = 2 \) the Kloosterman sums \( S(k) \) for \( k \neq 0 \) satisfy one of two irreducible equations of degree \( (p-1)/2 \) according as \( k \) is a quadratic residue or non residue of \( p \). This was noted by Sallé [7].
As an illustration of Theorem 4.2 for \( p = 7 \) we have the following equations:

\( n \) Hyper-Period Equations

\[
\begin{align*}
0 & : x^3 + x^2 + x + 1 = 0 \\
1 & : (x - 2)(x^2 + 2x - 3) = 0 \\
2 & : (x^2 + 2x + 5)(x^2 + 2x + 9) = 0 \\
3 & : (x^2 + 2x + 1)(x^2 + 9x + 99) = 0 \\
4 & : x^3 + 10x^2 + 20x + 10 = 0 \\
5 & : \frac{6 + 1192x^2 + 5544167x}{2448608x^3 + 2261881x^2 + 115386716x + 4099299651} = 0 \\
6 & : x^3 + x^2 + 68629x^3 + 11911884172x^2 + 3638437286753x + 63158745875633 = 0
\end{align*}
\]

We now define \( x_i^{(n)} \) by

\[ x_i^{(n)} = x^{(n)}_i + (-1)^i, \]

then by (3.2)

\[ \sum_{i=0}^{n-1} x_i^{(n)} = 0. \]

Theorem 3.2 can now be restated in terms of the \( x_i \)'s to read

\[
\varepsilon^2 x_i^{(n)} = \sum_{j=0}^{n-1} x_j^{(n-m-1)} x_j^{(n)}. \tag{4.5}
\]

Squaring (4.3) we have after summing over \( i \)

\[
\sum_{i=0}^{n-1} (x_i^{(n)})^2 = c n^{n+1} \varepsilon^2 + 2e(-1)^n \sum_{i=0}^{n-1} x_i^{(n)} + e.
\]

Hence by Theorem 3.1 with \( j = 0 \) we have

\[
\sum_{i=0}^{n-1} (x_i^{(n)})^2 = \begin{cases} 
-2n^{n+1} & \text{if } n \text{ is even and } f \text{ odd}, \\
\varepsilon^2 (-1)^n p^{n+1} & \text{otherwise}.
\end{cases} \tag{4.6}
\]

Thus the hyper-period equations whose roots are \( x_i \) begin

\[
x^3 - \frac{\varepsilon}{2} p^{n+1} x^2 + \ldots \text{ if } n \text{ is even and } f, \tag{4.7}
\]

\[
x^3 - \frac{\varepsilon}{2} p^{n+1} x^2 + \ldots \text{ otherwise}.
\]

For \( \varepsilon = 2 \) the equation becomes

\[x^3 - (x(-1)p)^{n+1} = 0 \]

so that

\[x_i^{(0)} = \pm p^{n+1/2} \quad (i = 0, 1). \tag{4.8}
\]

The determination of the sign in (4.8) corresponds to the famous problem of the sign of the Gauss sum for \( n = 0 \). Fortunately formula (4.5) enables us to prove that this determination holds for all \( n \):

**Theorem 4.3.** For \( \varepsilon = 2 \)

\[x_i^{(0)} = (x(-1)p)^{n+1/2}, \quad x_i^{(0)} = - (x(-1)p)^{n+1/2}. \]

Proof. Since \( x_0 + x_1 = 0 \) by (4.4) it suffices to prove the first statement of the theorem. For \( n = 0 \) that statement is

\[x_i = \varepsilon \sqrt{-1} p = \sum_{k=1}^{n-1} \frac{x_k}{\varepsilon^{(n,k)}} \tag{4.9}
\]

which is the well known formula for the Gauss sum. Many proofs of (4.9) are available, the most recent elementary proof being that of Mordell [6]. To complete the proof by induction it suffices to show that

\[x_i^{(n)} = (x_0^{n+1}). \tag{4.10}
\]

Suppose that (4.10) holds for \( n - 1 \), so that \( x_0^{(n-1)} = (x_0)^n \). Using (4.5) with \( \varepsilon = 2 \), \( m = j = 0 \) we have

\[2x_0^{(n+1)} = x_0^{(n-1)} x_0 + x_0^{(n-1)} x_1 = 2x_0^{(n-1)} x_0 = (x_0)^{n+1}.
\]

This completes the induction.

For \( \varepsilon = 3 \) it was known to Gauss that the \( x_i \) satisfy the irreducible cubic equation

\[x^3 - 3px - pL = 0 \tag{4.11}
\]

where

\[4p = L^2 + 27L^2, \quad L = 1 \pmod{3}, \]

whose roots are given by (see for example [5])

\[2y^3 \cos \varphi = 2y^3 \cos (\theta + 2n\pi/3), \quad 2y^3 \cos (\theta - 2n\pi/3) \]

where

\[
\cos 3\varphi = L/(2y^3). \tag{4.14}
\]
The cyclotomy of hyper-Kleinian sums

Using the recurrence

\[ \cos 3(n+1)\varphi = 2\cos 3\varphi \cos 3\varphi - \cos 3(n-1)\varphi \]

and (4.14), we obtain the following theorem.

**Theorem 4.5.** The hyper-period equation for \( e = 3 \) is

\[ x^2 - 3p^{n+1}x - p^{n+1}V_{n+1} = 0, \]

where

\[ V_0 = 2, \quad V_1 = I, \quad V_{n+1} = LV_n - pV_{n-1}. \]

To the Lucas function \( V_n \) corresponds the function \( U_n \) given by

\[ U_0 = 0, \quad U_1 = 1, \quad U_{n+1} = LU_n - pU_{n-1}. \]

These functions are related by

\[ V_n^2 + 27M^2U_n^2 = 4p^n \]

in view of (4.12). This enables us to give a simple formula for the discriminant of (4.15).

**Theorem 4.6.** The discriminant of the cubic hyper-period equation is

\[ D_n = [27p^{n+1}MU_{n+1}]^3. \]

**Proof.**

\[ D_n = 4(3p^{n+1})^2 - 27(p^{n+1}V_{n+1})^2 = 27p^{2n+1}(p^{n+1}V_{n+1})^2 = 27p^{2n+1}M^2U_{n+1}^2 \]

by (4.16).

By Theorem 4.1 the \( x_{n+1}^{(t)} \) are integers. By Theorem 4.4 these integers are

\[ x_{n+1}^{(t)} = pV_n, \quad x_{n}^{(t)} = -p(V_n + 9MU_0)/2, \quad x_{n+1}^{(t)} = -p(V_{n+9}MU_0)/2. \]

As \( t \) varies the three roots satisfy the recurring series

\[ x_{n+1}^{(t+1)} = pLx_{n+1}^{(t)} - p^2x_{n+1}^{(t-1)}, \]

the initial conditions being

\[ x_{n+1}^{(-1)} = 2, \quad x_{n}^{(-1)} = -1, \quad x_{n+1}^{(-1)} = -1, \]

\[ x_{n+1}^{(0)} = pL, \quad x_{n}^{(0)} = -(L+9M)p/2, \quad x_{n+1}^{(0)} = -(L-9M)p/2. \]

By Theorem 4.1, the roots \( x_{n+1}^{(t)} \) satisfy an irreducible cubic equation if \( n \neq 3t-1 \). An independent proof of this follows from Eisenstein's...
criterion and its extension (see for example [2]). For \( e = 4 \), the classical period equation was first given by Lebeuge [1] in factored form and can be written

\[
(x^2 - 2y^2z + [1 - 2\gamma(2)]p + 2a\gamma\bar{p})(x^2 + 2y^2z + [1 - 2\gamma(2)]p - 2a\gamma\bar{p}) = 0
\]

where

\[
p = a^2 + b^4, \quad a = 1 \pmod{4}
\]

and where the first factor has the roots \( x_0 \) and \( x_2 \) and the second factor \( x_1 \) and \( x_3 \).

By (4.5) we have

\[
4x_0^{(1)} = x_1^2 + x_2^2 + 2x_1x_2 = 4p - 2a\gamma x_1 + 2a\gamma x_2 = 4p - 8a\gamma\bar{p}
\]

so that

\[
x_0^{(1)} = \sqrt{p}(\sqrt{p} - 2a) \quad \text{and} \quad x_0^{(1)} = \sqrt{p}(\sqrt{p} + 2a)
\]

while \( x_1 \) and \( x_2 \) are \(-\sqrt{p}(\sqrt{p} \pm 2a)\).

Letting \(-a\sqrt{p} = \cos \gamma\) we can choose \( \gamma \) so that

\[
x_0^{(0)} = p(1 + 2\cos \gamma), \quad x_1^{(0)} = -p(1 + 2\sin \gamma),
\]

\[
x_0^{(0)} = p(1 - 2\cos \gamma), \quad x_1^{(0)} = -p(1 - 2\sin \gamma).
\]

In general, we have for \( n \) odd the following theorem.

**Theorem 4.7.** For \( e = 4 \)

\[
x_0^{(2n-1)} = p^{(1 + 2\cos \gamma)}, \quad x_2^{(2n-1)} = p^{(1 - 2\cos \gamma)},
\]

\[
x_1^{(2n-3)} = -p^{(1 + 2\sin \gamma)}, \quad x_3^{(2n-1)} = -p^{(1 - 2\sin \gamma)}
\]

where

\[
\cos \gamma = -a\sqrt{p}.
\]

**Proof.** By (4.17) the theorem is true for \( x_0^{(0)} \). Assume that it holds for \( x_0^{(2n-1)} \), then by (4.5) we have

\[
4x_0^{(2n+1)} = x_0^{(2n-1)}x_1^{(0)} + x_0^{(2n-1)}x_2^{(0)} + x_0^{(2n-1)}x_0^{(0)} + x_0^{(2n-1)}x_0^{(0)}
\]

\[
= p^{2n+1}[(1 + 2\cos \gamma)(1 + 2\cos \gamma) + (1 + 2\sin \gamma)(1 - 2\sin \gamma) +
+(1 - 2\cos \gamma)(1 - 2\cos \gamma) + (1 - 2\sin \gamma)(1 - 2\sin \gamma)]
\]

or

\[
x_0^{(2n+1)} = p^{2n+1}[1 + 2\cos \gamma \cos \gamma - 2\sin \gamma \sin \gamma]
\]

\[
= p^{2n+1}[1 + 2\cos(n+1)\gamma].
\]

This completes the induction for \( x_0 \). The remaining three cases are similarly disposed of and the theorem follows.

The following inequalities on the roots are an obvious consequence of the theorem:

\[-p^{(e-1)}, \quad x_0^{(e-1)} < 3p^{(e-1)}, \quad -3p^{(e-1)} < x_1^{(e-1)}, \quad x_2^{(e-1)} < p^{(e-1)}.
\]

It also follows from the theorem that

\[(4.18) \quad x_0^{(2n-1)} = 2p^{(e-1)}, \quad x_0^{(2n-1)} = -2p^{(e-1)}
\]

while

\[(4.20) \quad x_0^{(2n-1)}x_2^{(2n-1)} = 2p^{2n}(1 - 4\cos^2 \gamma),
\]

\[x_0^{(2n-1)}x_2^{(2n-1)} = 2p^{2n}(1 - 4\sin^2 \gamma).
\]

We can now give a general form of the quartic hyperperiod equation for \( n \) odd as a product of two quadratics as follows:

**Theorem 4.8.** The hyper-period equation for \( e = 4 \) and \( n = 2t + 1 \) can be written as

\[
[x^2 - 2p^2 x - p(p^2 + W_1)][x^2 + 2p^2 x - p(p^2 - W_1)] = 0
\]

where

\[W_1 = 2, \quad W_2 = 4a^2 - 2p, \quad W_{n+1} = W_n + p^3 W_{n-1}.
\]

**Proof.** Let

\[W_t = 2p^2 \cos^2 \gamma.
\]

where \( \gamma \) is defined by (4.18), then it can be easily verified that \( W_n \) satisfies the initial conditions and recurrence stated in the theorem. Therefore by (4.20)

\[x_0^{(2n)}x_2^{(2n)} = -p^{2n+1}W_1, \quad x_0^{(2n-1)}x_2^{(2n-1)} = -p^{2n}W_1
\]

and the theorem follows using (4.19).

5. **Congruence properties of the hyper-periods.** In this section we shall assume that \( e \) is prime to \( n+1 \). Then by Theorem 4.1 the hyper-periods satisfy an irreducible equation

\[E^e_1(x) = \prod_{i=1}^{e-1}(x - q^i(x)) = 0
\]

of degree \( e \) with integer coefficients.

We first consider the divisibility properties of the hyper-periods with respect to the prime \( p \) itself. We let

\[(5.1) \quad e = \exp(2\pi i/p) = \zeta(1)
\]

then the prime \( p \) can be written in the cyclotomic field \( \mathbb{Q}(x) \) as

\[(5.2) \quad p = \prod_{i=1}^{e-1}(1 - x^i).
\]

We first prove the following lemma.
LEMMA 5.1. There exist integers $X_{i}^{(n)}$ in the cyclotomic field $H(e)$ such that

\[(5.3)\]
$$e^n e_i^{(n)} = (1 - e)^{n+1} X_i^{(n)}.$$  

Proof. First of all for $n = 0$ we have

$$x_i = e_{i+1} = e \sum_{\lambda \neq 0} s_i(\lambda) - \sum_{\lambda \neq 0} s_i(\lambda).$$

This can be written as

$$x_i = \sum_{\lambda \neq 0} \sum_{\lambda' \neq 0} [s_i(\lambda) - s_i(\lambda')]$$

so that $1 - e$ can be seen to be a factor of each of the differences $s_i(\lambda) - s_i(\lambda')$. Hence the lemma is true for $n = 0$. Next assume the lemma to hold for $n = 1$. Substituting the expression for $x_i^{(n-1)}$ and $x_{i-1}$ into (4.5) with $m = 0$, we obtain

$$e^n e_i^{(n)} = (1 - e)^{n+1} \sum_{i=1}^{n} X_i^{(n)} X_{i-1}^{(n+1)} = (1 - e)^{n+1} X_i^{(n+1)}$$

which is the lemma.

THEOREM 5.1. If $(e, n+1) = 1$, the product

$$P_i^{(n)} = \prod_{\lambda \neq 0} (\eta^{(n)}(\lambda) - \eta^{(n)}(\lambda')) = e^{s_i} \prod_{\lambda \neq 0} (\eta^{(n)}(\lambda) - \eta^{(n)}(\lambda'))$$

is a rational integer divisible by $p^{n+1}$.

Proof. Applying Lemma 3.1 to (5.3) we have

$$e^n e_i^{(n)} = (1 - e)^{n+1} X_i^{(n+1)}.$$  

Since $n+1$ is prime to $e$, the product $P_i^{(n)}$ remains invariant when $e$ is replaced by $e'$ and therefore is an integer. Moreover

$$e^{s_i} P_i^{(n)} = e^{s_i} \prod_{\lambda \neq 0} (1 - e')^{n+1} \prod_{\lambda \neq 0} (X_i^{(n)} - X_i^{(n)})$$

is divisible by $p^{n+1}$ by (5.2).

A similar argument shows that every symmetric function of the $s_i$'s is divisible by $p^{n+1}$. In particular

\[(5.3')\]
$$\prod_{i=1}^{n} e_i^{(n)} = 0 \pmod{p^{n+1}}.$$  

We recall the usual definition of congruences involving the classical periods, with respect to a prime modulus $q$.

DEFINITION. We say that $N = M \pmod{q}$, where

$$N = \sum_{i=0}^{n-1} \eta_i \eta_i' \quad \text{and} \quad M = \sum_{i=0}^{n-1} \mu_i \eta_i'$$

if and only if

$$\eta_i = \mu_i \pmod{q} \quad (i = 0, 1, \ldots, n-1).$$

LEMMA 5.2. If $r = \min(q, \mod{e})$, then

$$[\eta_i^{(n,r)}] = e^{s_i} \pmod{q}, \quad [\eta_i^{(n,r)}] = \eta_i^{(n, \min(q, \mod{e})} \pmod{q} \quad (q \neq p).$$

Proof. The lemma is well known for $n = 0$ and follows easily from the fact that the $q$th power binomial coefficients are divisible by $q$. For $n > 0$ and $q \neq p$, we have, by Theorem 3.4,

$$[\eta_i^{(n,r)}] = \prod_{i=0}^{n-1} \eta_i \prod_{i=0}^{n-1} \eta_i' = \prod_{i=0}^{n-1} \eta_i \prod_{i=0}^{n-1} \eta_i' \pmod{q}.$$  

But by (3.18), with $s = r$ we have

$$\eta_i = \eta_i \pmod{q}.$$  

Hence

$$[\eta_i^{(n,r)}] = \prod_{i=0}^{n-1} \eta_i \prod_{i=0}^{n-1} \eta_i' \pmod{q}.$$  

The second statement of the lemma follows in the same way.

LEMMA 5.3. All the hyper-periods $\eta_i^{(n)}$ are incongruent modulo a prime $q \neq p$.

Proof. Suppose that some two hyper-periods are congruent, say

$$\eta_i^{(n)} = \eta_j^{(n)} \pmod{q} \quad (i \neq j).$$

Then it follows from Lemma 3.1 that

$$\eta_i^{(n, p+1)} = \eta_j^{(n, p+1)} \pmod{q} \quad (i = 0, 1, \ldots, n-1).$$

Since $n+1$ is prime to $e$ this makes all the hyper-periods congruent modulo $q$. By (3.2) their sum is $(-1)^n$ and hence we would have

$$[\eta_i^{(n)}] = e^{s_i} \pmod{q} \quad (i = 0, 1, \ldots, n-1)$$

so that

$$\eta_i^{(n)} = (-1)^n \pmod{q} \quad (i = 0, 1, \ldots, n-1).$$
But Theorem 3.1 for odd \( e \) and \( j \neq 0 \) can be written
\[
\sum_{\gamma} \eta(\gamma)^{n+1} \alpha_{\gamma}^{e-1} = -ep^{n+1}
\]
so that \( q^d \) divides \( ep^{n+1} \). This contradicts the assumption \( q \neq p \) and the lemma follows.

We are now in a position to prove the following theorem:

**Theorem 5.2.** If \( (n+1, e) = 1 \), the discriminant \( D_n \) of the hyper-period equation is divisible by \( p^{(n+1)(n+1)} \), and only by those primes \( q \neq p \) which are \( e \)-th power residues of \( p \), where \( e \) is a prime.

**Proof.** The absolute value of the discriminant can be written
\[
|D_n| = \prod_{i=0}^{e-1} P_i^1.
\]

Hence by Theorem 5.1 the discriminant is divisible by \( p^{(n+1)(n+1)} \).

Suppose that contrary to the statement of the theorem some \( P_i^1 \) contains a prime factor \( q \) which is not an \( e \)-th power residue. Then \( \text{ind} q = r \) prime to \( e \). By Lemma 5.2 with \( i = 0 \) and \( i = k \)
\[
(\gamma^{(r)} - \gamma^{(k)})^2 = \eta^{(r)} - \eta^{(k)} \pmod{q}
\]
Iterating this expression we get
\[
(\gamma^{(r)} - \gamma^{(k)})^d = \eta^{(r)} - \eta^{(k)} \pmod{q}
\]
Multiplying these congruences together for all \( 0 < s \) gives
\[
\prod_{s=0}^{s-1} (\gamma^{(r)} - \gamma^{(k)})^d = (\gamma^{(r)} - \gamma^{(k)})^d \pmod{q}
\]
Since \( q \) divides \( P_i^1 \) by assumption it must also divide \( (\gamma^{(r)} - \gamma^{(k)})^d \) but by Lemma 5.2
\[
(\gamma^{(r)} - \gamma^{(k)})^d = \eta^{(r)} - \eta^{(k)} \pmod{q}
\]
so that \( q \) would have to divide \( (\gamma^{(r)} - \gamma^{(k)})^d \), but all the \( \eta \)'s are incongruent modulo \( q \) by Lemma 5.3. Hence our assumption that \( r \) is prime to \( e \) is false and \( q \) is an \( e \)-th power residue. This completes the proof of the theorem.

**Theorem 5.3.** Let \( e \) be a prime not dividing \( n+1 \) and let \( q \neq p \) be any prime; then the congruence
\[
P_i^1 = 0 \pmod{q}
\]
has \( e \) solutions or none, according as \( q \) is or is not an \( e \)-th power residue of \( p \).

**Proof.** Let \( \text{ind} q = r \pmod{e} \). Substituting \( z = \eta^{(r)} \) into Lagrange's identical congruence
\[
z - z^2 = z(1-z)(2-z)\ldots(q-1-z) \pmod{q}
\]
we obtain by Lemma 5.2
\[
\eta^{(r)} - \eta^{(r+1)} = \eta^{(r)}(1-\eta^{(r)})\ldots(q-1-\eta^{(r)})
\]
Multiplying these congruences together for \( i = 0, 1, \ldots, e-1 \) we obtain
\[
P_i^1 = P_i^1(0)P_i^1(1)\ldots P_i^1(q-1) \pmod{q}
\]
If \( r = 0 \pmod{e} \) so that \( q \) is an \( e \)-th power residue of \( p \), then \( P_i^1 \) vanishes and so the congruence (5.4) has a solution. Since the equation \( F_i(x) = 0 \) is abelian, the congruence has \( e \) solutions since it has one solution. These roots are not necessarily incongruent.

Next suppose that \( r \neq 0 \pmod{e} \) and that (5.4) has a solution modulo \( q \). Then by (5.5) \( q \) would divide the discriminant \( D_n \) of \( F_i(x) \). This contradicts Theorem 5.2.

As a corollary, we can state the following theorem:

**Theorem 5.4.** Let \( e \) be a prime not dividing \( n+1 \) and let \( N \) be an arbitrary integer; then the prime factors of \( F_i(N) \) are either \( p \) or \( e \)-th power residues.

As to the divisibility by \( p \), it can be seen from Lemma 5.2 that
\[
F_i(x) = \left( x - (-1)^e e \right)^e \pmod{p}
\]
so that \( (-1)^e e \) is a root of multiplicity \( e \).

As an example of the above for \( e = 5 \), \( p = 11 \), \( n = 1 \)
\[
F_i(x) = 2x^5 - 48x^4 - 63x^3 + 91x - 23
\]
we have
\[
D = 11^3 \cdot 67^2,
\]
\[
F_i(x) = (x + 2)^2 \pmod{11},
\]
\[
F_i(x) = (x - 7)(x - 1)(x - 12)(x - 17) \pmod{23},
\]
\[
F_i(x) = (x - 1)(x - 6)(x - 14)(x - 31)(x - 55) \pmod{43},
\]
\[
F_i(x) = (x - 12)(x - 18)^2(x - 26)(x - 61) \pmod{67}.
\]

If we apply Theorems 5.2 and 5.4 to the cubic hyper-period equations and their discriminants given explicitly by Theorems 4.5 and 4.6, we obtain an interesting result about the prime factors of the terms of some rather special Lucas sequences as follows.
Theorem 5.5. Let $4p = D + 27 M$, let $p$ be a prime and let $n \equiv 1 \pmod{3}$, let

$$V_0 = 2, \quad V_1 = L, \quad V_{n+1} = L V_n - p V_{n-1},$$

$$U_0 = 0, \quad U_1 = 1, \quad U_{n+1} = L U_n - p U_{n-1},$$

then the divisors of $U_n$ and $V_n$ for $n \equiv 0 \pmod{3}$ are cubic residues of $p$.

In particular, for $p = 7$, $L = 1$, the terms of the series

$$0, 1, 1, -6, -19, 29, 126, -83, -923, -342, 6119, 8513, \ldots,$$

$$U_{n+1} = U_n - 7 U_{n-1}$$

which are odd have divisors of the form $14k \pm 1$ exclusively.

A similar theorem can be obtained by applying Theorem 5.2 to $P_k^p$ for $e = 4$, namely

Theorem 5.6. Let $p = a^2 + b^2$ be a prime, let

$$W_0 = 1, \quad W_1 = 4a^2 - p, \quad W_{n+1} = (4a^2 - 2p)W_n - p^2 W_{n-1},$$

then all the divisors of $W_n$ are quadratic residues of $p$.

For example for $p = 5$ all the divisors of the series

$$1, -1, -19, 139, -359, -1321, 16901, -88381, -12239, \ldots,$$

$$U_{n+1} = -6 U_n - 25 U_{n-1}$$

are of the form $10n \pm 1$.

For $e = 5$ we may use the relation (3.35) to get

$$r^{(0)}(a) r^{(0)}(a^2) = r^{(0)}(a) r^{(0)}(a^2).$$

This with Theorem 3.6 and an identity from the theory of the quintic equation apparently first given by Young [5] leads to

$$r^{(0)}(a) + r^{(0)}(a^2) + r^{(0)}(a^3) + r^{(0)}(a^4) = 2^{(5)} a^{(5)} a^{(0)} a^{(0)} a^{(0)} a^{(0)}.$$

Hence the constant terms of the hyper-period equations for $e = 5$ form a recurring series of the fourth order whose scale of relation is the quartic equation satisfied by the $r(a)$. By Theorem 5.4, all the divisors of the terms of such a series, whose subscripts are not divisible by 5 are either $p$ itself or quintic residues of $p$.
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