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In 1908 Landau [1] proved that the number \( B(x) \) of integers \( \leq x \) which are representable as the sum of two squares is asymptotic to
\[
\frac{bx}{\log x} \text{ with } h = \frac{1}{\sqrt{\pi}} \prod_p (1 - p^{-2})^{-1/2}
\]
the product being taken over all primes congruent to 3 mod 4. In his book on Ramanujan, Hardy remarks that by pushing the analysis a little harder this result can be improved to obtain an asymptotic expansion for \( B(x) \) in the sense of Poincaré, namely
\[
B(x) = \frac{bx}{\log x} \left[ 1 + \frac{c}{\log x} + \frac{d}{\log^2 x} + \ldots \right].
\]
(1)

An incorrect value for \( c \) was given by Stanley [3] and the correct one was later given by Shanks [2].

We now notice that a rational integer is representable as the sum of two squares if and only if it is the norm of a Gaussian integer. It is natural to ask whether we can obtain a result similar to (1) for the number of rational integers \( \leq x \) which are norms of integers of an algebraic number field \( k \). In the present paper, we restrict ourselves to the case when \( k \) is a quadratic field and obtain a formula for the number \( B_k(x) \) of integers \( \leq x \) which are norms of totally positive numbers of \( k \). It may be remarked that our result does generalize the results of Landau and Shanks, since, being totally positive is no restriction in imaginary quadratic field and, since, a rational integer which is the norm of a number of a quadratic field of class number (in the restricted sense) 1 or 2 is, in fact, the norm of an integer of that field. To prove the second assertion, let
\[
a = p^a p_1^{a_1} 
\]
have integral norm; then \( a + a', \ldots \) are all non-negative, so that
\[
a = p^a p_1^{a'} 
\]
is an integral ideal having the same norm as \( a \). Moreover \( a \) is principal since

\[
    a = \mathfrak{p}^m(p^s)^{s} \ldots
\]

is principal.

Let then \( \mathfrak{k} \) be a quadratic field with discriminant \( d \) and let \( d = \mathfrak{d}_1 \ldots \mathfrak{d}_r \) be the decomposition of \( d \) into prime discriminants. Let \( \chi \) be a real character of the group of ideal classes (in the restricted sense) of \( \mathfrak{k} \); then, as is well-known, \( \chi \) corresponds in a 1-1 manner to a factorization

\[
    d = uv
\]

of \( d \) into two discriminants \( u \) and \( v \) (we fix the order of the factorization by requiring that \( \mathfrak{d}_1 \) does not occur in \( u \)). The relation between \( \chi \) and the factorization (2) is expressed by

\[
    \chi(p) = \begin{cases} 
        \left( \frac{u}{N(p)} \right) & \text{if} \ (u, p) = 1, \\
        \left( \frac{v}{N(p)} \right) & \text{if} \ (v, p) = 1,
    \end{cases} \tag{3}
\]

\( p \) being any prime ideal of \( \mathfrak{k} \). Obviously \( \chi(a) \) depends only on \( N(a) \). We let

\[
    f(s, \chi) = \sum_{n \geq 1} b(n, \chi) n^{-s} \quad (s > 1)
\]

where

\[
    b(n, \chi) = \begin{cases} 
        0 & \text{if} \ n \text{ is not the norm of any ideal,} \\
        \chi(a) & \text{if} \ n = N(a).
    \end{cases} \tag{5}
\]

Clearly

\[
    f(s, \chi) = \prod_{d \mid d} \left( 1 - \chi(l) l^{-s} \right)^{-1} \prod_{\left( \frac{q}{p} \right) = 1} \left( 1 - \chi(q) q^{-s} \right)^{-1} \prod_{\left( \frac{r}{p} \right) = 1} \left( 1 - \chi(r) r^{-s} \right)^{-1}.
\]

Here \( l \) runs through all the primes which divide \( d \), \( q \) through those primes for which \( \left( \frac{d}{q} \right) = +1 \) and \( r \) through those primes for which \( \left( \frac{d}{r} \right) = -1 \); moreover \( l, q \) and \( r \) denote prime divisors in \( \mathfrak{k} \) of \( l, q \) and \( r \) respectively.\(^1\)

Taking account of (3) we obtain:

\[
    f(s, \chi) = \prod_{\left( \frac{u}{l} \right) = 1} \left( 1 - \left( \frac{u}{l} \right) l^{-s} \right)^{-1} \prod_{\left( \frac{v}{l} \right) = 1} \left( 1 - \left( \frac{v}{l} \right) l^{-s} \right)^{-1} \times
\]

\[
    \times \prod_{\left( \frac{q}{p} \right) = 1} \left( 1 - \left( \frac{q}{p} \right) q^{-s} \right)^{-1/2} \prod_{\left( \frac{r}{p} \right) = 1} \left( 1 - \left( \frac{r}{p} \right) r^{-s} \right)^{-1/2}.
\]

\(^1\) There are two choices for \( q \), but it does not matter which one we take.

\[
    \text{Setting}
\]

\[
    \begin{align*}
    L_u(s) &= \prod_p \left( 1 - \left( \frac{u}{p} \right) p^{-s} \right)^{-1} \\
    L_v(s) &= \prod_p \left( 1 - \left( \frac{v}{p} \right) p^{-s} \right)^{-1} \quad (s > 1),
    \end{align*}
\]

we get

\[
    f^2(s, \chi) / L_u(s) L_v(s) = \prod_{l \mid d} \left( 1 - \left( \frac{u}{l} \right) l^{-s} \right)^{-1} \left( 1 - \left( \frac{v}{l} \right) l^{-s} \right)^{-1} \prod_{\left( \frac{q}{p} \right) = 1} \left( 1 - \left( \frac{q}{p} \right) q^{-s} \right)^{-1} \left( 1 - \left( \frac{r}{p} \right) r^{-s} \right)^{-1}.
\]

Since

\[
    \left( \frac{u}{l} \right) \left( \frac{v}{l} \right) = \left( \frac{d}{l} \right) = -1,
\]

so that

\[
    \left( 1 - \left( \frac{u}{l} \right) l^{-s} \right)^{-1} \left( 1 - \left( \frac{v}{l} \right) l^{-s} \right)^{-1} = \left( 1 - \left( \frac{d}{l} \right) l^{-s} \right)^{-1},
\]

we have

\[
    f^2(s, \chi) = \prod_{l \mid d} \left( 1 - \left( \frac{u}{l} \right) l^{-s} \right)^{-1} \left( 1 - \left( \frac{v}{l} \right) l^{-s} \right)^{-1} \prod_{\left( \frac{q}{p} \right) = 1} \left( 1 - \left( \frac{q}{p} \right) q^{-s} \right)^{-1} \left( 1 - \left( \frac{r}{p} \right) r^{-s} \right)^{-1} L_u(s) L_v(s).
\]

Let \( \mathcal{G} \) be the region:

\[
    \sigma \geq 1 - \frac{d}{\log |l|} \quad \text{for} \ |l| \geq 3,
\]

\[
    \sigma \geq 1 - \frac{d}{\log 3} \quad \text{for} \ |l| \leq 3
\]

and let \( \mathcal{G} \) be the region \( \mathcal{G} \) cut along the real axis from

\[
    \sigma = 1 - \frac{d}{\log 3} \text{ to } 1.
\]

Then, as is well-known, for a sufficiently small \( c > 0 \), the function \( L_u(s) L_v(s) \) is regular in \( \mathcal{G} \) except when \( u = 1, v = d \) in which case it is regular everywhere in \( \mathcal{G} \) except at \( s = 1 \) where it has a simple pole; moreover \( L_u(s) L_v(s) \) has no zeros in \( \mathcal{G} \) and

\[
    L_u(s) L_v(s) = O(\log^2 |l|) \quad (\sigma \in \mathcal{G}, \ |l| \geq 3).
\]
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To calculate the residue of the function \( L_n(s) L_0(s) \) at \( s = -1 \) we notice that by Kronecker’s formula
\[
L_n(s) L_0(s) = \zeta_n(s, \chi) = \sum a(a) N(a)^{-s}
\]
so that
\[
L_n(s) L_0(s) = \zeta_n(s, \chi_0) = \sum a N(a)^{-s}.
\]
Consequently \( L_n(s) L_0(s) \) has residue \( h \mu \) at \( s = -1 \), where \( h \) is the class number of the field and \( \mu \) is the usual constant associated to \( \chi \).

These considerations and formula (7) immediately give the following

**LEMMA.** The function \( f(s, \chi) \) is regular in \( \Gamma \); in fact for \( \chi \neq \chi_0 \), i.e., for \( u 
eq 1 \), \( f(s, \chi) \) is regular in \( \Gamma \).

Moreover for any \( \chi \)
\[
f(s, \chi) = O(\log|t|) \quad (s \in \Gamma, |t| > 3).
\]

Finally \( f(s, \chi_0)^2 - 1 \) is regular in \( \Gamma \) and its expansion at \( s = 1 \) begins with the constant
\[
a = \sqrt{s} \prod_{p \neq 2} \prod_{r=1}^{\infty} \left( 1 - p^{-1} \right)^{1/2} \cdot \prod_{r=1}^{\infty} \left( 1 - p^{-1} \right)^{-1/2}.
\]

Here \( \sqrt{s} - 1 \) is to take positive values for \( s > 1 \).

Let now \( s > \sqrt{3} \). We have
\[
\sum_{n \leq x} b(n, \chi) \log \frac{s}{n} = \frac{1}{2\pi i} \int_{c-i \infty}^{c+i \infty} \frac{\pi^s}{s} f(s, \chi) ds = \frac{1}{2\pi i} \int_{c-i \infty}^{c+i \infty} \frac{\pi^s}{s} f(s, \chi) ds + O(1).
\]

Changing the path of integration, we get
\[
\sum_{n \leq x} b(n, \chi) \log \frac{s}{n} = \frac{1}{2\pi i} \left( \int_{1-s}^{1-\frac{1}{2}} + \int_{1-\frac{1}{2}}^{1} + \int_{1}^{2} + \int_{2}^{3} + \int_{3}^{4} + \int_{4}^{5} + \int_{5}^{6} + \int_{6}^{7} + \int_{7}^{8} \right) \frac{\pi^s}{s} f(s, \chi) ds + O(1).
\]

Here we are integrating \( \frac{\pi^s}{s} f(s, \chi) \) along the upper edge of the cut in the fourth integral on the right and along the lower edge in the fifth.

Estimating the remaining six integrals on the right with the help of (8), we obtain, from (10), with a suitable \( \alpha > 0 \),
\[
(11) \quad \sum_{n \leq x} b(n, \chi) \log \frac{s}{n} = -\frac{1}{2\pi i} \int_{c-i \infty}^{c+i \infty} \frac{\pi^s}{s} f(s, \chi) ds + O(\alpha e^{-\theta \log x}).
\]
The integral on the right vanishes for non-principal \( \chi \), while for \( \chi = \chi_0 \), it equals
\[
-2 \int_{\frac{1}{2}}^{1} \frac{\pi^s}{s} f(s, \chi_0) ds,
\]
the integration being performed along the lower edge. Thus, (11) gives
\[
(12) \quad \sum_{n \leq x} b(n, \chi) \log \frac{s}{n} = \frac{\delta_\chi}{\pi^\frac{1}{2}} \int_{\frac{1}{2}}^{1} \frac{\pi^s}{s} f(s, \chi_0) ds + O(\alpha e^{-\theta \log x})
\]
where
\[
\delta_\chi = \begin{cases} 1 & \text{if } \chi = \chi_0, \\ 0 & \text{if } \chi 
eq \chi_0. \end{cases}
\]

We now estimate
\[
\frac{1}{\pi^\frac{1}{2}} \int_{\frac{1}{2}}^{1} \frac{\pi^s}{s} f(s, \chi_0) ds.
\]

Since the integration is to be taken along the lower edge, we have to take, for \( s \) between \( \delta \) and 1, the following expansion:
\[
\frac{f(s, \chi_0)}{s^2} = \frac{a_1}{\sqrt{1-s}} + a_2 (1-s)^{1/2} + a_3 (1-s)^{3/2} + \ldots
\]
where \( \sqrt{1-s} \) is to take positive values for \( \delta < s < 1 \). Retaining the terms up to (and including) \( a_{m-1} (1-s)^{m-1/2} \) and making simple estimates we get:
\[
\frac{1}{\pi^\frac{1}{2}} \int_{\frac{1}{2}}^{1} \frac{\pi^s}{s} f(s, \chi_0) ds
\]
\[
= \frac{\pi}{\pi \log x} \left[ a_1 \Gamma(\frac{1}{2}) + a_2 \Gamma(\frac{3}{2}) + \ldots + \frac{a_{m-1} \Gamma(m+1/2)}{(\log x)^m} \right] + O \left( \frac{\pi}{(\log x)^{m+1/2}} \right).
\]

This, together with (12), gives
\[
(14) \quad \sum_{n \leq x} b(n, \chi) \log \frac{s}{n} = \frac{\delta_\chi}{\pi^\frac{1}{2}} \int_{\frac{1}{2}}^{1} \frac{\pi^s}{s} f(s, \chi_0) ds + O \left( \frac{\pi}{(\log x)^{m+1/2}} \right).
\]
We now let
\[ h_n = 2^{1-n} \sum b(n, \chi) \]
where, in the summation, \( \chi \) runs through all the real characters of the group of ideal classes of \( k \). We now notice that the real characters of the ideal class group in the restricted sense of \( k \) are exactly the characters of the group of genera in the restricted sense of \( k \). By the theorem of Gauss the number of genera in \( k \) is \( 2^{[k:Q]-1} \). It follows that \( h_n = 0 \) unless \( n \) is the norm of an ideal in the principal genus, i.e., the norm of a totally positive number of \( k \), in which case \( h_n = 1 \). Thus the number \( B_n(x) \) of rational integers \( \leq x \) which are norms of totally positive numbers of \( k \) is given by
\[ B_n(x) = \sum_{0 \leq h \leq x} b_n(h). \]

Supposing (14) over all real \( \chi \), we get
\[ \sum_{0 \leq h \leq x} b_n h^{1-\sigma} \frac{\pi}{\log x} = \sum_{0 \leq h \leq x} b_n \left( \frac{1}{2} \Gamma\left(\frac{1}{2}\right) + \frac{1}{2} \Gamma(3/2) \log x + \ldots + \frac{1}{2} \Gamma(m+1/2) \log x^{m/2} \right) + O\left(\frac{x}{\log x^{m/2}}\right). \]

Taking \( m = 4 \), we easily obtain the following

**Theorem.** Let \( k \) be a quadratic field with discriminant \( \Delta \) and let \( B_n(x) \) denote the number of rational integers \( \leq x \) which are norms of totally positive numbers of \( k \). Then
\[ B_n(x) = \frac{2^{1-n}}{\sqrt{\pi}} \frac{x}{\log x} \left[ \frac{1}{2} a_1 - a \right] + O\left(\frac{x}{\log x^{m/2}}\right). \]

Here \( a \) denotes the number of distinct rational primes dividing the discriminant \( \Delta \) and the constant \( a \) is given by (9).

We remark that for imaginary quadratic fields we can give an explicit expression for \( a_1 \) using the first limit formula of Kronecker.
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